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Introduction

We study groups generated by certain sets of (left) multiplications by non-zero elements of
an octonion field \( O \) of arbitrary characteristic. These groups are contained in the group
\( GO(O, N) \) of similitudes of the norm form \( N \) of the octonion field. Among our results, we
have the following:

(a) The group \( \Lambda_O \) generated by all left multiplications is normalized by all right multi-
pllications (see 3.12), and together the left and right multiplications generate a sub-
group \( GO^+(O, N) \) of index two in \( GO(O, N) \) (Def. 3.8, see 3.11 and 3.13). The group
\( GO^+(O, N) \) consists of all elements of \( GO(O, N) \) that occur as entries in triplets that
form autotopisms of \( O \) (see 3.11).

(b) Using an embedding into the group of autotopisms, we show (in 4.2, 4.5 (c)) that the
group \( \Lambda_{P_u O} \) generated by left multiplications by non-zero elements from the space \( P_u O \)
of pure octonions has a quotient isomorphic to \( SO(P_u O, |N|_{P_u O}) \); i.e. a special orthog-
onal group of a suitable form in seven variables, see 6.1.

(c) For each quadratic separable subfield \( K \) in \( O \) (i.e., every two-dimensional subalgebra \( K \)
with \( K \not\leq 1 \)), the left multiplications by non-zero elements from the space \( K \perp \) gener-
ate a subgroup \( \Lambda_{K \perp} \) of the group \( \Gamma U_K(O, g) \) of semi-similitudes of a certain hermitian
form \( g \) on \( O \) (considered as a vector space over \( K \), see 2.9, 6.2 and 6.3). We show
(in 6.3) that said subgroup of \( \Gamma U_K(O, g) \) has a quotient isomorphic to \( O(K \perp, |N|_{K \perp}) \);
i.e. an orthogonal group of a suitable form in six variables.
For each quaternion subfield \( H \) in \( \mathbb{O} \), we choose a three-dimensional subspace \( W \subseteq H \) and show (in [6.6]) that the left multiplications by non-zero elements from the space \( W^\perp \) generate a subgroup \( \Lambda_{W^\perp} \) of the group \( \Gamma U_H(\mathbb{O}, h) \) of semi-similitudes of a certain hermitian form \( h \) on \( \mathbb{O} \) (considered as a vector space over \( H \), see [2,12]). We show (in [6.6]) that said subgroup of \( \Gamma U_H(\mathbb{O}, h) \) has a quotient isomorphic to \( SO(W^\perp, N|_{W^\perp}) \); i.e. a special orthogonal group of a suitable form in five variables. The group of all semi-similitudes of \( h \) with \( F \)-linear companions is obtained as the product \( \Lambda_W \circ \Lambda_{W^\perp} \).

The isomorphisms onto orthogonal groups in seven, six and five variables are rather well known in the case where the forms are isotropic (see [8, Ch. 4, § 8, p. 102–106]) and in the case where the ground field is the field \( \mathbb{R} \) of real numbers. In the latter case, our methods lead to explicit constructions of certain coverings and exceptional isomorphisms between compact Lie groups, namely \( Spin_7(\mathbb{R}) \rightarrow SO_7(\mathbb{R}), SU_4(\mathbb{C}) \rightarrow SO_6(\mathbb{R}), U_2(\mathbb{H}) \rightarrow SO_5(\mathbb{R}) \).

In fact, the present investigation has been inspired by ideas of Hermann Hahl (see [13, 3.2(b) and (c)], [14, 3.1, 3.2], cp. [26, proof of 81.17, pp. 471 f]) who used (over the ground field \( \mathbb{R} \)) descriptions of \( Spin_7(\mathbb{R}) \) and \( SU_4(\mathbb{C}) \) as groups generated by (right) multiplications in \( \mathbb{O} \), together with their interpretation as components of autotopisms (viz., elements of a triangle stabilizer) and the resulting homomorphisms onto \( SO_7(\mathbb{R}) \) and \( SO_6(\mathbb{R}) \), respectively.

Considering groups of semi-similitudes rather than orthogonal or unitary groups allows us to extend the results to arbitrary ground fields (subject only to the condition that an octonion field exists). The restriction to subgroups of \( O(\mathbb{O}, N) \) rather than \( GO(\mathbb{O}, N) \) makes it much more difficult to determine the range of the isomorphisms that we obtain.

It is a general observation that the theory of isometry groups of anisotropic forms is much more involved than the theory for the isotropic case. Many results depend crucially on properties of the ground field. For instance, there exist examples of anisotropic quadratic forms over non-archimedean ordered fields where the orthogonal group has a sequence \( (N_j)_{j\in\mathbb{N}} \) of normal subgroups such that \( \bigcap_{j\in\mathbb{N}} N_j \) is trivial and each one of the quotients \( N_j/N_{j+1} \) is abelian (see [7, p. 345 ff], cf. [1, Ch. V, § 3, pp. 179–186]). In particular, these orthogonal groups do not contain any simple subgroups, and the same assertion holds for the groups of linear automorphisms of corresponding quaternion or octonion fields. See also [16, p. 67 f].

The quadratic forms (in seven, six and five variables) that play their role in the present investigation have been characterized in a separate paper [23]. The forms in six variables, in particular, are important in the theory of spherical Tits buildings of low rank, where they are known as forms of type \( E_6 \) (see [30, Ch. 12] and [5]).

Some results of the present paper (in particular, information about the action and the structure of \( \Lambda_{P_4(\mathbb{O})} \)) are applied in [4].

1 Composition algebras

Let \( F \) be a commutative field. A composition algebra over \( F \) is a vector space \( C \) over \( F \) with a bilinear multiplication (written as \( xy \)) and a multiplicative quadratic form \( N := N_C : C \rightarrow F \) such that the polar form of \( N \) is not degenerate. The polar form will be written as \( (x|y) := N(x + y) - N(x) - N(y) \). We also assume that the algebra contains a neutral element for its multiplication, denoted by 1. As usual, the ground field \( F \) is embedded as \( F1 \) in \( C \). The composition algebra is called split if it contains divisors of zero.

The first chapter of [27] gives a comprehensive introduction into composition algebras over arbitrary (commutative) fields, including the characteristic two case.

We collect the basic facts that we need in the present paper (for proofs, consult [27]):
1.1 Properties of composition algebras. Let $C$ be a composition algebra over $F$.

(a) The map $\kappa: C \to C: x \mapsto \bar{x} := (x|1)1 - x$ is an involutory anti-automorphism, called the standard involution of $C$. Note that $-\kappa$ is the hyperplane reflection with center $F1$, see \[27\] 2.2.

(b) The norm and its polar form can be recovered from the standard involution as $N_C(x) = x\bar{x} = \bar{x}x$ and $(x|y) = x\bar{y} + y\bar{x}$. In particular, we have the hyperplane $P_u C := 1^\perp = \{ x \in C \mid \bar{x} = -x \}$ of pure elements.

(c) For all $c, x, y \in C$, we have $(cx|y) = (x|cy)$ and $(xc|y) = (x|yc)$, see \[27\] 1.3.2.

(d) In general, the multiplication is not associative, but weak versions of the associative law are still valid; among them Moufang’s identities \[27\] 1.4.1, 1.4.2.

\[
(ax)(ya) = a((xy)a), \quad a(x(ay)) = (((ax)a)y, \quad x(a(ya)) = ((xa)y)a.
\]

(e) Artin’s Theorem (see \[27\] Prop. 1.5.2)): For any two elements $x, y \in C$, the subalgebra generated by $x$ and $y$ in $C$ is associative.

(f) An element $a \in C$ is invertible if, and only if, its norm is not zero; we have $a^{-1} = N_C(a)^{-1} \bar{a}$ in that case. Thus a non-split composition algebra is a division algebra. Note that Artin’s Theorem then implies $a^{-1}(ax) = x = a(a^{-1}x) = (xa)a^{-1} = (xa^{-1})a$, for each $x \in C$. If $C$ is not split then $C^* := C \setminus \{0\}$ is closed under multiplication, and forms a (Moufang) loop.

(g) Each element $a \in C$ is a root of a polynomial of degree 2 over $F$, namely, the polynomial $X^2 - (a + \bar{a})X + N_C(a) \in F[X]$. We call $T_C(a) := a + \bar{a}$ the trace of $a$ in $C$.

(h) In particular, for each $a \in C$ the algebra generated by $a$ is $F(a) = F + Fa$, and this algebra is associative and commutative. For $x, y \in F(a)$ and $v \in F$ we have that $v, x, y$ lie in the algebra generated by $v$ and $a$. Thus $v(xy) = (vx)y$ by \[6\] and $C$ is a left module over $F(a)$. If the restriction of the norm to $F(a)$ is anisotropic then $F(a)$ is a commutative field, and $C$ is a (left) vector space over $F(a)$.

Similarly, we may consider $C$ as a right module over $F(a)$.

(i) \[27\] 1.9 If $\dim_F C > 2$ then $F$ is the center of $C$; i.e. $F = \{ z \in C \mid \forall x \in C: zx = xz \}$. If $\dim_F C > 4$ then $F$ coincides with each one of the nuclei of $C$; i.e.

\[
F = \{ z \in C \mid \forall x, y \in C: z(xy) = (zx)y \} = \{ z \in C \mid \forall x, y \in C: (xz)y = x(zy) \} = \{ z \in C \mid \forall x, y \in C: (xy)z = x(yz) \}.
\]

(j) \[21\] 1.3 Every $F$-semilinear automorphism of $C$ commutes with the standard involution. If $\dim_F C \geq 4$ then every $Z$-linear automorphism of $C$ is $F$-semilinear. Consequently, every $Z$-linear automorphism of such a $C$ is a semi-similitude of the norm form, and every $F$-linear automorphism is an orthogonal map (cf. \[5\] 4.4 below).

We write $\text{Aut}(C)$ for the group of all $Z$-linear automorphisms (i.e., all additive and multiplicative bijections), and $\text{Aut}_F(C)$ for the group of all $F$-linear automorphisms.

(k) \[27\] 1.5.3 If $D$ is a subalgebra of $C$ with $\dim_F C = 2 \dim_F D$ and such that $D^\perp \cap D = \{0\}$ then $D^\perp = P_w$ holds for each $w \in D^\perp$ with $N_C(w) \neq 0$, and the multiplication in $C = D \oplus D^\perp$ is given by $(x + yw)(u + vw) = (xu - N_C(w)\bar{v}y) + (vx + y\bar{w})w.$
For a reader versed in associative algebras, the construction of the module structures in [1.1(h)] will appear natural, and one might conjecture a straightforward extension to any subalgebra of \( C \). However, the lack of associativity in octonion algebras prevents this. A pertinent construction will be given in 2.10 below.

We need a variant of the result [21, 1.6], as follows.

1.2 Lemma. Let \( C \) be a non-split composition algebra, and let \( X, Y \) be vector subspaces such that \( \dim X + \dim Y > \dim C \). Then \( C = XY := \{ xy \mid x \in X, y \in Y \} \).

Proof. For \( c \in C \setminus \{0\} \), the sets \( X \) and \( cY \) are vector subspaces; their intersection has dimension at least 1. For \( x \in (X \cap cY) \setminus \{0\} \) there exists \( v \in Y \) such that \( x = cv \). Now \( y := v^{-1} = N(v)^{-1}v \) belongs to \( Y \), and \( c = xv^{-1} = xy \in XY \) yields the claim.

1.3 Definition. Let \( V \) be any vector subspace of a non-split composition algebra \( C \). By \( \Lambda_V := \langle \lambda_v \mid v \in V \setminus \{0\} \rangle \) we denote the group generated by all left multiplications with non-trivial elements of \( V \). The subgroup \( \Lambda^+_V := \langle \lambda_v \circ \lambda_w \mid v, w \in V \setminus \{0\} \rangle \) is generated by all products of an even number of left multiplications by elements of \( V \setminus \{0\} \).

1.4 Lemma. Let \( V \subseteq C \) be a vector subspace with \( \dim V > \frac{1}{2} \dim C \). Then \( \Lambda^+_V \) acts transitively on \( C^* \).

Proof. From 1.2 we know \( V V = C \), and \( C^* \subseteq \Lambda^+_V(1) \) gives transitivity, as claimed.

2 Similitudes of the norm and related forms

Notation and terminology for quadratic and hermitian forms is fairly standard. However, the literature contains different notions of degeneracy for quadratic forms in characteristic two.

We call a quadratic form \( q \) on a vector space \( V \) degenerate if there exists a non-zero vector \( v \in V^\perp \) with \( q(v) = 0 \). The orthogonal space \( X^\perp := \{ w \in V \mid \forall x \in X : f_q(w, x) = 0 \} \) is meant with respect to the polar form given by \( f_q(x, y) := q(x + y) - q(x) - q(y) \), as usual.

In this section, we only consider vector spaces of finite dimension.

2.1 Definitions. Let \( V \) be a left\(^1\) vector space over some (not necessarily commutative) field \( K \), and let \( \sigma : K \to K \) be an anti-automorphism with \( \sigma^2 = \text{id} \).

(a) Let \( h : V \times V \to K \) be a \( \sigma \)-hermitian form, i.e., a bi-additive map such that \( h(w, v) = \sigma(h(v, w)) \) and \( h(sv, w) = sh(v, w) \) hold\(^2\) for all \( v, w \in V \) and each \( s \in K \). A semi-similitude of \( h \) with multiplier \( \mu_\psi \) and companion \( \varphi_\psi \) is a semi-linear bijection \( \psi : V \to V \) such that \( h(\psi(v), \psi(w)) = \varphi_\psi(h(v, w)) \mu_\psi \) holds for all \( v, w \in V \).

(b) Let \( q : V \to K \) be a quadratic form. Then a semi-similitude of \( q \) with multiplier \( \mu_\psi \) and companion \( \varphi_\psi \) is a semi-linear bijection \( \psi : V \to V \) such that \( q(\psi(v)) = \varphi_\psi(q(v)) \mu_\psi \) holds for each \( v \in V \).

(c) In any case, a similitude is a semi-similitude with trivial companion.

---

1 Right vector spaces (coordinatized by spaces of columns) generally fit better with mappings applied from the left. However, it turns out in [2.10] below that left vector spaces over quaternions are what we need here.

2 Then \( h(v, sw) = h(v, w)\sigma(s) \).
If $\psi$ is a semi-similitude of a non-zero hermitian form then its companion $\varphi_\psi$ is a field automorphism, and coincides with the companion of the semi-linear bijection. In particular, it is uniquely determined.

Note that each semi-similitude of a quadratic form is a semi-similitude of the corresponding polar form, with the same multiplier and companion. If the quadratic form is non-zero then the companion of the semi-similitude is the companion of the semi-linear bijection.

### 2.2 Definition

If $h: V \times V \to K$ is a non-zero hermitian form then the set of all semi-similarites of $h$ forms a group which we denote by $\Gamma U_K(V, h)$. The subgroups $GU_K(V, h)$ of all isometries and $U_K(V, h)$ of all similitudes (i.e., semi-similarites with multiplier 1) clearly form normal subgroups in $\Gamma U_K(V, h)$; these are the kernels of the homomorphisms $\psi \mapsto \varphi_\psi$ and $\psi \mapsto (\varphi_\psi, \mu_\psi)$, respectively.

Analogously, for a quadratic form $q: V \to K$ with non-zero polar form, we have the group $\Gamma O(V, q)$ of all semi-similarites, with normal subgroups $GO(V, q)$ and $O(V, q)$ of similitudes and isometries, respectively.

As we want to include the characteristic two case, some caution is required when dealing with involutions in orthogonal groups:

### 2.3 Definition

Let $q: V \to F$ be a quadratic form on a vector space $V$ with corresponding polar form $f_q: V \times V \to F$ (we allow the case where $f_q$ is degenerate). For each $v \in V$ with $q(v) \neq 0$ we call

$$\sigma_v: V \to V: x \mapsto x - \frac{f_q(x, v)}{q(v)} v$$

the hyperplane reflection with center $Fv$ (and axis $v^\perp$).

It is easy to verify that $\sigma_v \in O(V, q)$ with $\sigma_v^2 = \text{id}$ and $\text{Fix}(\sigma_v) = v^\perp$. If $\text{char } F \neq 2$ then the hyperplane reflection’s axis and center are already determined by its space of fixed points (which is the axis, and forms the orthogonal complement of the center). The situation is quite different if $\text{char } F = 2$, see 2.7 below.

If $\text{char } F \neq 2$ then a product of a sequence of hyperplane reflections on $V$ has determinant 1 if, and only if, the number of factors is even. If $\text{char } F = 2$ then the determinant does not impose any restrictions on members of the orthogonal group.

### 2.4 Remarks on special orthogonal groups, and the Dickson invariant

Let $q: V \to F$ be a non-degenerate quadratic form, and let $h: V \times V \to F$ denote a hermitian form. As usual we write $SO(V, q) := \{ \psi \in O(V, q) \mid \text{det } \psi = 1 \}$ and $SU(V, h) := \{ \psi \in U(V, h) \mid \text{det } \psi = 1 \}$.

If $\text{char } F \neq 2$ and $\text{dim } V \neq 0$ then $SO(V, q)$ is a (normal) subgroup of index 2 in $O(V, q)$. However, we have $SO(V, q) = O(V, q)$ if $\text{char } F = 2$.

We recall the definition of Dickson’s invariant ([29], cf. [29, 11.43]): for a quadratic form $q$ on a vector space $V$ of arbitrary characteristic and with non-degenerate polar form, this is the (multiplicative!) map $D: O(V, q) \to \{1, -1\}: \gamma \mapsto (-1)^d$, where $d := \text{dim}(V/\text{Fix}(\gamma)) = \text{dim}(\gamma(v) - v \mid v \in V)$. If the characteristic is different from two then $D(\gamma) = \text{det } \gamma$.

---

1 The mathematical community is unanimous in its interpretation of “$SO(V, q)$” as long $\text{char } F \neq 2$, and confusion starts if that restriction is dropped. The reader should be warned against the fact that the definitions of $SO(V, q)$ for the characteristic two case wildly vary in the existing literature; some sources use this name for the kernel of the Dickson invariant.
In any case, it is obvious that the kernel of the Dickson invariant $D$ contains the subgroup consisting of products of an even number of hyperplane reflections. See [2.5] for a more precise statement.

If the characteristic is two then non-degeneracy of the polar form implies that $\dim V$ is even. In this case, the kernel $\ker D$ of the Dickson invariant is a (normal) subgroup of index 2 in $O(V, q)$. If the polar form is degenerate (but not zero) then every product of hyperplane reflections can be written as a product of an even number of reflections, see [2.5] below.

The following result is based on the Cartan-Dieudonné Theorem. There is an exceptional case in that theorem, namely the case where $V$ has dimension 4 over $F = \mathbb{F}_2$ and the Witt index is 2. This is why we make the extra assumption on $V$ in [2.5] below. As we are interested mainly in anisotropic forms (over infinite fields), that special case is not really relevant for us.

2.5 Lemma. Let $q : V \to F$ be a non-degenerate quadratic form, let $A := \{ v \in V \mid q(v) \neq 0 \}$, and put $O^+(V, q) := \langle \sigma_u \circ \sigma_v \mid u, v \in A \rangle$. If $|F| = 2$ and $\dim V = 4$, assume in addition that the Witt index of $q$ is not 2.

(a) $\langle \sigma_u \mid u \in A \rangle = O(V, q)$.

(b) If the polar form $f_q$ is not degenerate then $O^+(V, q)$ is a normal subgroup of index 2 in $O(V, q)$. Indeed $O^+(V, q)$ is the kernel of the Dickson invariant, and $O^+(V, q) = SO(V, q)$ if $\text{char } F \neq 2$.

(c) If $f_q = 0$ then $O(V, q)$ is trivial, and so is $O^+(V, q)$.

(d) If $f_q$ is degenerate (in particular, if $\text{char } F = 2$ and $\dim V$ is odd) then $O^+(V, q) = O(V, q)$ unless $|F| = 2$ and $\dim V \in \{3, 5\}$.


If the polar form is not degenerate then the Dickson invariant is defined, we clearly have $D(\sigma_u) = -1$, and the Dickson invariant of any product of hyperplane reflections is $(-1)^d$ where $d$ is the number of factors. This yields assertion [b].

If $f_q$ is zero then $\text{char } F = 2$ (because $q$ is not degenerate but $2q(v) = f_q(v, v) = 0$ holds for each $v \in V$). Now $q$ is a semilinear map from $V$ to $F$; the companion is the Frobenius endomorphism. That map is injective because its kernel is the radical $\{ v \in V \mid q(v) = 0 \}$ of $q$. That radical is trivial by our hypothesis. As the group $O(V, q)$ preserves the values under $q$, that group is trivial, and so is $O^+(V, q)$ (cf. [8] Ch. I, §16, p. 35]).

Finally, assume that $f_q$ is degenerate (then $\text{char } F = 2$) but $f_q$ is not zero. Choose $z \in V^\perp \setminus \{0\}$; then $q(z) \neq 0$ because $q$ is not degenerate. For $x \in V$ the map $d_x : F \to F : s \mapsto q(x + sz) = q(x) + s^2q(z)$ is injective.

If $|F| > 2$ then there exists $y \in V \setminus V^\perp$ with $q(y) \neq \{0, q(z)\}$. We put $w := q(z)y + q(y)z$ and note that $q(y + z) = q(y)q(z) \neq 0 \neq q(y)q(z)y + q(y)z = q(w)$. For $x \in V$, we use $z \in V^\perp$ and $f_q(f_q + f_q) = 0$ to compute

$$
\sigma_y (\sigma_y + z) = \sigma_y \left( x - \frac{f_q(x, y + z)}{q(y + z)} (y + z) \right) \\
= x - \frac{f_q(x, y)}{q(y + z)} (y + z) - \frac{f_q(x, y)}{q(y)} y \\
= x - \frac{f_q(x, y)}{q(y)} y + \frac{q(y)}{q(y + z)} (y + z) \\
= x - \frac{f_q(x, y + z)}{q(y)} \left( q(y) + q(y + z) \right) w \\
= \sigma_w (x).
$$
Thus $\sigma_w = \sigma_y \circ \sigma_{y+z}$, and $O^+(V,q) = O(V,q)$ follows in this case.

If $|F| = 2$ and $\dim V = 2n + 1$ then $O(V,q) \cong Sp_{2n}(F_2)$ (see [11, 14.2]). That group is simple if $n \geq 3$ (see [11, 3.11]), and coincides with its normal subgroup $O^+(V,q)$. This completes the proof of assertion [d].

Up to similitude, there is just one non-degenerate quadratic form $q_d$ on $F_d^d$ if $d$ is odd. The cases $O(F_2^d, q_3) \cong S_3$ and $O(F_2^d, q_5) \cong S_6$ are true exceptions in [2.5(d)] we have $O^+(F_2^d, q_3) \cong A_3$ and $O^+(F_2^d, q_5) \cong A_6$, respectively. In fact, there are $2^5 - 1 - 15 = 15$ non-trivial reflections in $O(F_2^d, q_5) \cong S_6$. The set of these reflections is a union of conjugacy classes of involutions, and $S_6$ contains three conjugacy classes of involutions, with 15, 45, and 15 elements, respectively. Up to (possibly outer) automorphisms, the set of reflections is thus the class of transpositions.

2.6 Lemma. Let $C$ be any non-split composition algebra of dimension at least two over $F$. For each $u \in C$, we consider the left and right multiplications $\lambda_u$ and $\rho_u$, respectively, and the map $\delta_u := N(u)^{-1} \lambda_u \circ \rho_u$.

(a) For each $u \in C \setminus F$ the map $\delta_u$ is the product of two hyperplane reflections, namely $\delta_u = \sigma_u \circ \sigma_1$, where $\sigma_1 = -\kappa$ and $\sigma_u = -\lambda_u \circ \kappa \circ \lambda_u^{-1}$.

(b) Let $V$ be a vector subspace of $C$, and assume $\nabla = V$. Then $\langle \delta_u \circ \delta_v \mid u, v \in V \setminus \{0\} \rangle = \langle \sigma_x \circ \sigma_y \mid x, y \in V \setminus \{0\} \rangle$. This group induces $O^+(V,N|_V)$ on $V$, and acts trivially on $V^\perp$.

(c) For each vector subspace $V \subset C$ with $1 \in V$ the group $O^+(V,N|_V)$ is generated by $\{\delta_u|_V \mid u \in V \setminus \{0\}\}$.

Proof. We know that $\sigma_1 = -\kappa$ is a hyperplane reflection, see [2.3]. Therefore, its conjugate $\lambda_u \circ (-\kappa) \circ \lambda_u^{-1} = \lambda_u \circ \sigma_1 \circ \lambda_u^{-1} = \sigma_u$ is another reflection, and $\sigma_u \circ \sigma_1 = (-\lambda_u \circ \kappa \circ \lambda_u^{-1}) \circ (-\kappa) = \lambda_u \circ \kappa \circ \lambda_u^{-1} \circ \kappa = \delta_u$, as claimed in assertion (a).

Let $V \subset C$ be any vector subspace. For each $x \in V$ and each $u \in V \setminus \{0\}$ we have $\sigma_u(x) = x + Fu \subset V$. Thus $V$ is invariant under $\sigma_u$, and $\sigma_u|_V \in O(V,N|_V)$ is either a hyperplane reflection on $V$, or trivial on $V$.

We observe $\delta_u = -\sigma_u \circ \kappa = -\kappa \circ \sigma_u$. Thus $\delta_u \circ \delta_v = \sigma_u \circ \sigma_v$, and $\nabla = V$ implies $\langle \delta_u \circ \delta_v \mid u, v \in V \setminus \{0\} \rangle = \langle \sigma_x \circ \sigma_y \mid x, y \in V \setminus \{0\} \rangle$. Each product $\sigma_x \circ \sigma_y$ with $x, y \in V$ leaves $V$ invariant and acts trivially on $V^\perp$. So assertion (b) follows.

Now assume $1 \in V$; then $V$ is invariant also under $\sigma_1$, and $\delta_u|_V$ belongs to $O^+(V,N|_V)$. In order to show that the set $\{\delta_u|_V \mid u \in \Omega^*\}$ generates $O^+(V,N|_V)$, we recall $\delta_u = \sigma_u \circ \sigma_1$ and obtain $\delta_u \circ \delta_u^{-1} = \sigma_u \circ \sigma_1 \circ \sigma_1 \circ \sigma_u = \sigma_u \circ \sigma_u$. #

2.7 Remark. If $f: V \to F$ is a non-degenerate quadratic form then $\{\sigma_u \mid u \in S^\perp, q(u) \neq 0\}$ is the set of all hyperplane reflections with given axis $S$. Together with the identity, this set forms an elementary abelian 2-group $\Sigma_S$. The order of $\Sigma_S$ is the cardinality of $V^\perp$. If $\Sigma_S$ is infinite then the dimension of $\Sigma_S$ over $F_2$ equals the cardinality of $S$, see [3, II.2, Lem 3, p. 20]. As abstract groups, we thus have $(\Sigma_S, \circ) \cong (V^\perp, +)$.

If the polar form $f_q$ is not degenerate (in particular, if $\text{char } F \neq 2$) then this group has order at most two. If $\text{char } F = 2$ then every hyperplane reflection is a transvection.

\footnote{Given an isomorphism explicitly appears to be difficult, in general.}
Construction of hermitian forms

We prove a variant of an old result by Jacobson [15], cf. [28, 4.3]. The difference to Jacobson’s version is that we construct the hermitian form (and do not only reconstruct it). First of all, we turn our composition algebras into vector spaces over larger fields:

2.8 Lemma. Let $K$ be a two-dimensional subalgebra of a composition algebra $C$, and consider $a \in K^\perp$ with $N(a) \neq 0$. Then the left multiplication $\lambda_a : x \mapsto ax$ is a semilinear bijection of the $K$-module $C$ onto itself, with companion $\kappa|_K$.

Proof. Consider $s \in K$ and $x \in C$. Then $\lambda_a(sx) = a(sx) = a(s(a^{-1}x)) = (a(sa))(a^{-1}x)$ by one of Moufang’s identities (see 1.1.(d)). As $a^{-1} = N(a)^{-1}\sigma = -N(a)^{-1}a$ is a scalar multiple of $a$, this shows $\lambda_a(sx) = (asa^{-1})(ax)$; parentheses in $asa^{-1}$ are not needed by Artin’s Theorem [1.1.(c)]. Now $a \in K^\perp$ yields $as = \xi a$, and $\lambda_a(sx) = \xi a \lambda_a(x)$, as claimed. □

2.9 Lemma. Let $C$ be a composition algebra over $F$, and let $K$ be a two-dimensional subalgebra of $C$. Moreover, assume that the restriction $N|_K$ of the norm is anisotropic, and that the restriction $\sigma := \kappa|_K$ is not trivial (in other words, assume that $K/F$ is a separable quadratic field extension, with $\text{Gal}(K/F) = \langle \sigma \rangle$). Pick $c \in K \setminus F$ with $T(c) = 1$. Then $j := (c - \bar{c})^{-1}$ is a pure element, and

$$g(x, y) := j \begin{pmatrix} (cx|y) - \bar{\sigma}(x|y) \end{pmatrix}$$

defines a non-degenerate $\sigma$-hermitian form on $C$ (considered as a left vector space over $K$, see [1.1](b)) with $g(x, x) = N(x)$ for each $x \in C$.

Every $K$-linear similitude of $N$ is a similitude of the form $g$, with the same multiplier.

Proof. Clearly, the map $g : C \times C \to K$ is bilinear over $F$.

Using $\xi = 1 - c$ and $c^2 = cT(c) - N(c) = c - N(c)$, we find $j^{-1} g(cx, y) = (c^2x|y) - \bar{\sigma}(cx|y) = (cx|y) - Nc(x|y) - (cx|y) + c(cx|y) = c((cx|y) - \bar{\sigma}(x|y)) = c j^{-1} g(x, y)$. Now $K = F + Fc$ yields $g(sx, y) = g(x, y)$ for each $s \in K$.

Using $\bar{\sigma} = -j$ and $|x|c(y) = (cx|y)$ (see [1.1](c)), we compute $g(y, x) = g(x, y) = \sigma(g(x, y))$. We have proved that $g$ is a $\sigma$-hermitian form.

Computing in the (associative) subalgebra generated by $c$ and $x$ we obtain $g(x, x) = j ((cx|x) - \bar{\sigma}(x|x)) = j (cx|x + x\bar{x} - 2x\xi x) = j(c - \bar{c})x\bar{x} = x\bar{x} = N(x)$, as claimed. □

Quaternion structures and corresponding hermitian forms

For suitable vector subspaces $W < \mathcal{O}$ of dimension three, we find that $\Lambda_W$ is the multiplicative group of an associative subalgebra both of $\mathcal{O}$ and of $\text{End}_F(\mathcal{O})$, and $\mathcal{O}$ is, in a natural way, a left vector space over that subalgebra of $\text{End}_F(\mathcal{O})$.

2.10 Lemma. Let $W$ be a three-dimensional vector subspace of $\mathcal{O}$, with $1 \in W$. Let $M_W$ be the subalgebra generated by $W$ in $\mathcal{O}$.

(a) The group $\Lambda_W^+$ normalizes $\Lambda_W$, and $\Lambda_W^+$ centralizes $\Lambda_W$; for each $u \in W^\perp \setminus \{0\}$ conjugation by $\lambda_u$ induces the same algebra automorphism $\iota_W$ of $M_W$, with $\iota_W|_W = \kappa|_W$.

(b) Mapping $a \in W$ to $\lambda_a$ has a unique extension to an algebra isomorphism $\zeta_W$ from $M_W$ onto a subalgebra $L$ of $\text{End}_F(\mathcal{O})$. In particular, the group $\Lambda_W$ is the multiplicative group of $L$, and thus isomorphic to $M_W^*$.

There is a typo in the formulation of the lemma [28, 4.3]; it should read “$\xi = 1 - c$” instead of “$\xi = 1 + c$.”
(c) The additive group of $\mathcal{O}$ becomes a left vector space of dimension $2$ over $L$ (and thus over $M_W$, via $\zeta_W$). We have $\Lambda_W \leq \Gamma_L M_W(\mathcal{O})$ and $\Lambda^+_{W \perp} \leq \text{GL}_{M_W}(\mathcal{O})$.

Proof. Consider $a \in W$ and $u \in W^{\perp}$. Then $u\pi = -\pi u = au$, and $-N(u)\pi x = (uau)x = u(aux) = -N(u)u^{-1}(a(ux))$ holds for all $x \in \mathcal{O}$ by one of Moufang’s identities (see [1.1(d)]). If $u \neq 0$ then this means $\lambda_u = \lambda_u^{-1} \circ \lambda_a \circ \lambda_a$ and $\Lambda^+_{W \perp}$ centralizes $\Lambda_{W \perp}$.

From [1,4] we know that $\Lambda_W^{\perp}$ acts transitively on $\mathcal{O}^*$, and thus irreducibly on $\mathcal{O}$. By Schur’s lemma (cf. [17, 3.5, p. 118] or [24, Ch. XVII, Prop. 1.1]) the centralizer $B$ of $\Lambda_W^{\perp}$ in $\text{End}_F(\mathcal{O})$ is a (not necessarily commutative) field which forms an algebra of finite dimension over $F$. In the previous paragraph we have obtained $\Lambda_W \leq B$. The subalgebra $M_W$ generated by $W$ in $\mathcal{O}$ forms a vector subspace of dimension 4 in $\mathcal{O}$ by Artin’s Theorem (see [1.1(e)]), and is clearly invariant under $\Lambda_W$. Thus $M_W$ is also invariant under the subalgebra $L$ generated by $\Lambda_W$ in $\text{End}_F(\mathcal{O})$. Now $L$ forms a subfield of $B$, and acts regularly on $M_W$. This yields $\dim L = 4$. As $M_W$ is associative, the linear map $\zeta_W : W \rightarrow L|_{M_W} : a \rightarrow \lambda_a|_{M_W}$ extends to an algebra homomorphism from $M_W$ to $L$, as claimed, and that homomorphism is bijective by dimension reasons. The multiplicative group $M^*_W$ equals $W^*$, cf. [1.2].

If $1, a, b$ is any basis for $W$ then $M_W = W \otimes F_{ab}$ and $\iota_W(ab) = \pi \pi = \pi b$; clearly $\iota_W^2 = \text{id}$. The automorphism $\iota_W$ is the unique automorphism of $M_W$ with $\iota_W|_W = \kappa|_W$. The rest is clear.

If $W \leq 1^\perp$ then $M_W$ is a quaternion field, and $\iota_W \neq \text{id}$ is an inner automorphism (namely, conjugation by any non-trivial element of $W^{\perp \cap M_W}$). A hermitian form on the 2-dimensional left vector space $\mathcal{O}$ over $M_W$ will be constructed in [2.11] below (cf. [28, 4.2]).

If $W \leq 1^\perp$ (this case can occur only if $\text{char} F = 2$) but $W \neq W^{\perp}$ then $\iota_W = \text{id}$, but $M_W$ is still a quaternion field. We construct a hermitian form for that case in [2.13] below. However, if $W \leq W^{\perp}$ then the restriction of the polar form to $W$ is trivial, and $M_W$ is a commutative field (a totally inseparable extension of degree four over $F$, and every $F$-linear automorphism of $M_W$ is trivial). The construction of the form in [2.13] still works for the commutative case but yields an alternating form.

2.11 Definition. Let $W$ be a three-dimensional vector subspace of $\mathcal{O}$ such that $1 \in W \leq 1^\perp$. Choose $a, b \in W \setminus F$ with $a + \pi = 1$ and $b \in \{1, a\}^\perp$, so $b \pi = ab$ and $ba = \pi b$.

Put $j : = (a - \pi)^{-1} = (2a - 1)^{-1}$, then $j$ lies in $1^\perp \cap F(a) \leq b^1$, so $j = -j$, $ja = aj$ and $bj = -jb$. Note that $j, a, b$ lie in the associative algebra generated by $a$ and $b$. We define

$$h_W(v, w) := j(a(v|w) - (v|aw)) + b^{-1}j(a(bv|w) - (bv|aw)).$$

2.12 Lemma. Let $W$ be a three-dimensional vector subspace of $\mathcal{O}$, assume $1 \in W \leq 1^\perp$, and let $M_W$ be the subalgebra of $\mathcal{O}$ generated by $W$. Endow $\mathcal{O}$ with the structure of a left vector space over $M_W$ as in 2.10 Then the map $h_W : \mathcal{O} \otimes \mathcal{O} \rightarrow M_W$ is a non-degenerate (in fact, anisotropic) hermitian form, with respect to the standard involution on $M_W$. For each $v \in \mathcal{O}$, we have $h_W(v, v) = N(v)$. Every $M_W$-linear similitude of $N$ is a similitude of the form $h_W$.

Proof. In the following computations, we use $(bx|ay) = -(ax|by)$. By [1.1(c)], that equation is equivalent to the equation $(x|b(ay)) + (x|\pi(by)) = 0$ which can be verified as follows. Using [1.1(d)] and [1.1(e)] we see $a(b(ay) + \pi(by)) = (a\pi)(b) a + (a\pi)(b) y$; our assumption $ab = -ba$ then yields $(x|b(ay) + \pi(by)) = 0$. 

9
We first note
\[ \overline{h_W(w,v)} = (\overline{\pi(w|v)} - (w|av)) j + (\overline{\pi(bw|v)} - (bw|av)) b^{-1} j \]
\[ = (\overline{\pi(v|w)} - (av|w)) j + (\overline{\pi(v|bw)} - (av|bw)) (\overline{j(\overline{b}^{-1})}) \]
\[ = j \left( \overline{\pi(v|w)} - (av|w) \right) + (\overline{j(\overline{b}^{-1})}) \overline{(w|bw)} \]
\[ = j \left( -\overline{\pi(v|w)} + (v|aw) \right) + (\overline{j(\overline{b}^{-1})}) (w|bw) \overline{b^{-1} j} \]
\[ = j \left( (\overline{-\pi + 1})(v|w) - (v|aw) \right) + b^{-1} j \left( a(bv|w) - (bv|aw) \right) = h_W(v,w). \]

From \( a + \pi = 1 \) we infer \( a^2 = a - \pi a \). Using this we obtain
\[ h_W(av,w) = j \left( a(av|w) - (av|aw) \right) + b^{-1} j \left( a(bv|w) - (bv|aw) \right) \]
\[ = j \left( a(v|w) - (v|aw) - \pi a(v|bw) \right) + b^{-1} j \left( -a(aw|bw) + (av|bw) - \pi a(v|bw) \right) \]
\[ = j \left( a^2(v|w) - a(v|aw) \right) + b^{-1} j \left( \pi(\overline{a}v|bw) - \pi a(v|bw) \right) \]
\[ = aj \left( a(v|w) - (v|aw) \right) + ab^{-1} j \left( (av|bw) - (v|bw) \right) \]
\[ = aj \left( a(v|w) - (v|aw) \right) + ab^{-1} j \left( - (bv|aw) + a(v|bw) \right) = a h_W(v,w). \]

Now we use \( b^2 = -N(b) \in F \) to obtain
\[ h_W(bv,w) = j \left( a(bv|w) - (bv|aw) \right) + b^{-1} j \left( a(bv|w) - (bv|aw) \right) \]
\[ = bb^{-1} j \left( a(bv|w) - (bv|aw) \right) + b j \left( a(v|w) - (v|aw) \right) = b h_W(v,w). \]

We have established that the \( F \)-linear map \( \psi_w: \mathbb{O} \to M_W: v \mapsto h_W(w|v) \) centralizes both \( \lambda_v \) and \( \lambda_b \). Therefore, the centralizer of \( \psi_w \) contains the subalgebra \( L = \zeta_W(M_W) \) of End\( _F(\mathbb{O}) \) generated by these left multiplications (cf. [2.10]), and \( \psi_w \) is \( M_W \)-linear. Together with the relation \( h_W(w,w) = h_W(v,v) \) from above, this completes the proof that \( h_W \) is a hermitian form.

For \( v \in \mathbb{O} \), we compute
\[ h_W(v,v) = j \left( a(v|v) - (v|av) \right) + b^{-1} j \left( a(bv|v) - (bv|av) \right) = N(v) \left( j(2a - (1)|a) \right) + b^{-1} j \left( a(b|1) - (b|a) \right) \]
\[ = N(v) \left( j(2a - a - \pi) + b^{-1} j(ab + a\overline{b} - b\pi - a\overline{b}) \right) = N(v)(1 + 0) = N(v), \]
by our choice of \( j = (a - \pi)^{-1} \) and \( b\pi = ab. \) In particular, the form \( h_W \) is anisotropic, and thus not degenerate.

Let \( \varphi \) be an \( M_W \)-linear similitude of \( N \), with multiplier \( s \in F \). Then \( (\varphi(v)|\varphi(w)) = s(v|w) \) and \( \varphi(\zeta_W(x|v)) = \zeta_W(x)(\varphi(v)) \) hold for all \( v, w \in \mathbb{O} \) and each \( x \in M_W \). Note that \( \zeta_W(x)v = xv \) if \( x \in \{ a, b \} \subset W \). We compute
\[ h_W(\varphi(v),\varphi(w)) = j \left( a(\varphi(v)|\varphi(w)) - (\varphi(v)|a\varphi(w)) \right) + b^{-1} j \left( a(b\varphi(v)|\varphi(w)) - (b\varphi(v)|a\varphi(w)) \right) \]
\[ = j \left( a(\varphi(v)|\varphi(w)) - (\varphi(v)|\varphi(aw)) \right) + b^{-1} j \left( a(b\varphi(v)|\varphi(w)) - (\varphi(aw)|\varphi(w)) \right) \]
\[ = j \left( as(v|w) - s(aw|w) \right) + b^{-1} j \left( as(bv|w) - s(bv|aw) \right) = s h_W(v,w). \]

Thus we see that \( \varphi \) is a similitude of \( h_W \), with the same multiplier \( s \). \( \square \)
2.13 Lemma. Assume that \( W \leq \mathbb{O} \) is a three-dimensional vector space such that \( 1 \in W \leq 1^\perp \). Choose \( a, b \in W \) such that \( 1, a, b \) is a basis for \( W \), and such that \( t := \langle a | b \rangle \) equals 1 if \( W \not\subseteq W^\perp \).

(a) The map \( h^1_W : \mathbb{O} \times \mathbb{O} \to M_W \) defined by
\[
 h^1_W(v, w) := (ab)(v|w) + b(v|aw) + a(v|bw) + (v|a(bw))
\]
is a non-degenerate sesquilinear form.

(b) If \( W \not\subseteq W^\perp \) then \( h^1_W \) is hermitian, with respect to the standard involution on the algebra \( M_W \) generated by \( W \). For each \( v \in \mathbb{O} \), we then have \( h^1_W(v, v) = N(v) \).

(c) If \( W \not\subseteq W^\perp \) then \( h^1_W \) is alternating; in particular, we have \( h^1_W(v, v) = 0 \) for each \( v \in \mathbb{O} \).

(d) In any case, every \( M_W \)-linear similitude of \( N \) is a similitude of the form \( h^1_W \).

Proof. It is easy to see that every \( M_W \)-linear similitude of \( N \) is a similitude of the form \( h^1_W \), see the arguments given in the proof of 2.12 above.

We note that \( 1 \in W \leq 1^\perp \) implies \( \text{char } F = 2 \) and then that the polar form of the norm \( N \) is alternating. In the following arguments, we use \( N(c) = c^2 \) and \( (1|c) = 0 = (c|c) \) for \( c \in W \) without further mention. Using one of Moufang’s identities (cf. [1.1[d]]) and \( t = \langle a | b \rangle \), we compute \( b(aw) = b(a(b^{-1}w) = N(b)^{-1}(bab)(bw) = N(b)^{-1}((t - ab)b)(bw) = N(b)^{-1}(t^2bw + ab^2bw)) = tw + a(bw) \).

In order to see that \( v \mapsto h^1_W(v, w) \) is \( M_W \)-linear, it suffices to check the pertinent relation for the generators \( a, b \). We obtain
\[
 h^1_W(av, w) = (ab)(aw|w) + b(aw|aw) + a(aw|bw) + (aw|a(bw)) = baw^2(v|w) + (ab)(v|aw) + a^2(v|bw) + (v|a(bw)) = a h^1_W(v, w).
\]

Fix \( w \in \mathbb{O} \). With the relation \( b(aw) = tw + a(bw) \) from above we compute
\[
 h^1_W(bv, w) = (ab)(bv|w) + b(bv|aw) + a(bv|bw) + (bv|a(bw)) = (ab)(v|bw) + b(v|bw) + ab^2(v|w) + (bv|bw) - tw = ab^2(v|w) + b^2(v|aw) + (ab)(v|bw) + (bw|tw) + b(v|a(bw)) - (bv|tw) = b hv^1_W(v, w).
\]

Using \( b(aw) = tw + a(bw) \) again, we find
\[
 h^1_W(w, v) = (ab)(v|w) + b(w|aw) + a(w|bw) + (w|a(bw)) = (ab)(v|w) + b(aw|w) + a(aw|w) + (a|bw)w = (ab)(v|w) + b(v|aw) + a(v|bw) + (v|b(aw)) = (ab + t)(v|w) + b(v|aw) + a(v|bw) + (v|a(bw)) = hv^1_W(v, w),
\]
so the form \( h^1_W \) is indeed hermitian or symmetric, depending on the restriction \( \kappa | M_W \).

In any case, we have
\[
 h^1_W(v, v) = (ab)(v|v) + b(v|av) + a(v|bv) + (v|a(bv)) = 0 + bN(v)(1|a) + aN(v)(1|b) + (av|bv) = N(v)(a|b).
\]

If \( W \not\subseteq W^\perp \) then our assumption \( \langle a | b \rangle = 1 \) yields \( h^1_W(v, v) = N(v) \) for each \( v \in \mathbb{O} \), and the form \( h^1_W \) is anisotropic (like \( N \)) and thus not degenerate. If \( W \subseteq W^\perp \) then \( h^1_W(v, v) = 0 \) for each \( v \in \mathbb{O} \), and the form \( h^1_W \) is alternating. In order to see non-degeneracy in that case, pick \( u \in \{a, b, ab\}^\perp \) such that \( (1|u) = 1 \); then \( h^1_W(u, 1) = ab \neq 0 \).
3 Autotopisms and anti-autotopisms

3.1 Definition. Let $C$ be any algebra. An autotopism of $C$ is a triple $(\alpha|\beta|\gamma)$ of additive bijections of $C$ such that $\beta(sx) = \gamma(s)\alpha(x)$ holds for all $s, x \in C$. An anti-autotopism of $C$ is a triplet $(\delta|\varepsilon|\varphi)$ of additive bijections of $C$ such that $\varepsilon(x)\varphi(s) = \delta(x)\gamma(s)$ holds for all $s, x \in C$.

If $(\alpha|\beta|\gamma)$ is an autotopism then it is already determined by any one of the maps $\alpha$, $\beta$, or $\gamma$ together with a single non-zero value of any one of the remaining two maps. For instance, we have $\gamma(1)\alpha(x) = \beta(x) = \gamma(x)\alpha(1)$ for each $x \in C$. Being a component of an autotopism imposes severe restrictions on the additive bijection, see 3.3(e) and 3.11 below. However, each automorphism $\alpha$ of $C$ yields an autotopism $(\alpha|\alpha|\alpha)$, and each anti-automorphism $\beta$ of $C$ yields an anti-autotopism $(\beta|\beta|\beta)$ of $C$. In particular, the standard involution $\kappa$ yields the anti-autotopism $(\kappa|\kappa|\kappa)$.

The set of all autotopisms forms a subgroup $\Delta$ of the direct product $\text{Aut}(C, +)^3$. The set $\Delta_F := \Delta \cap (\text{GL}_F(\mathbb{O}))^3$ of all linear autotopisms (cf. 3.3(d)) is a subgroup of $\Delta$. The multiplication is more involved if anti-autotopisms enter the stage: for anti-automorphisms $(\delta|\varepsilon|\varphi)$ and autotopisms $(\alpha|\beta|\gamma)$, $(\alpha'|\beta'|\gamma')$ we have $(\delta|\varepsilon|\varphi)(\delta'|\varepsilon'|\varphi') = (\varphi \circ \delta'|\varepsilon'\delta \circ \varphi')$, $(\alpha|\beta|\gamma)(\delta'|\varepsilon'|\varphi') = (\gamma \circ \delta'|\beta \circ \varepsilon'\alpha \circ \varphi')$ and $(\delta|\varepsilon|\varphi)(\alpha'|\beta'|\gamma') = (\delta \circ \alpha'|\varepsilon \circ \beta'|\varphi \circ \gamma')$. The motivation for both the definition and the multiplication formulas comes from the theory of projective planes; autotopisms are used to describe elements of a triangle stabilizer, while anti-autotopisms describe dualities fixing a triangle.

If $C$ is a division algebra, we consider the affine plane over $C$, with point set $C^2$, vertical lines $[c] := \{c\} \times C$ with $c \in C$, and lines $[s, t] := \{(x, sx + t) \mid x \in C\}$ of slope $s$ and intercept $t$. The lines of given slope $s$ form a parallel class, the corresponding point at infinity is denoted by $(s)$. Lines of slope 0 are called horizontal.

The group $\Delta$ of autotopisms describes the stabilizer of a triangle in the projective completion of that affine plane; the vertices of that triangle are the origin $(0, 0)$ and the points at infinity for the coordinate axes $[0, 0]$ and $[0]$. Indeed, the action of $(\alpha|\beta|\gamma)$ on the sets of points and lines are given by $(\alpha|\beta|\gamma).x = (\alpha(x), \beta(y))$, $(\alpha|\beta|\gamma).[s, t] = [\gamma(s), \beta(t)]$, and $(\alpha|\beta|\gamma).[c] = [\alpha(c)]$. Thus $\alpha$ and $\beta$ give the actions on the horizontal and vertical axis, respectively, while $\gamma$ gives the action on slopes (and thus on the line at infinity).

The global stabilizer of the triangle is the semi-direct product of $\Delta$ with a dihedral group of order 6 which we introduce in the next lemma.

3.2 Lemma. Let $\mathbb{O}$ be an octonion field.

(a) Mapping $(x, y) \in \mathbb{O} \times \mathbb{O}$ to $(y, x)$ and any non-horizontal line $[s, t]$ to $[s^{-1}, -s^{-1}t]$ extends to an involutory automorphism $\vartheta_1$ of $\mathbb{P}_2(\mathbb{O})$ with axis $[0, 1]$ and center $(-1)$.

(b) Mapping $(x, y) \in \mathbb{O} \times (\mathbb{O} \setminus \{0\})$ to $(xy^{-1}, y^{-1})$ and $[s, t]$ to $[-t^{-1}s, t^{-1}]$ extends to an involutory automorphism $\vartheta_2$ of $\mathbb{P}_2(\mathbb{O})$ with axis $[0, 1]$ and center $(0, -1)$.

(c) The conjugate $\vartheta_3 := \vartheta_1 \circ \vartheta_2 \circ \vartheta_1$ coincides with $\vartheta_2 \circ \vartheta_1 \circ \vartheta_2$. Consequently, the product $\vartheta_1 \circ \vartheta_2$ has order 3, and the group generated by these automorphisms is dihedral of order 6.

Proof. Using 1.1.1 one easily verifies that $\vartheta_1$ extends to an automorphism of the affine plane, and then to an automorphism of $\mathbb{P}_2(\mathbb{O})$. The axial involution $\vartheta_2$ is taken from [25], 3.5 (22),

6 As a reminder for the reader, triplets that are (anti-)autotopisms will be written as $(\alpha|\beta|\gamma)$ rather than $(\alpha, \beta, \gamma)$.

7 See [6] 3.1.32 for that interpretation of autotopisms as collineations; cf. also [21], Sect. 1.
p. 107], cf. [19, 2.3]. The effect of the products \( \vartheta_1 \circ \vartheta_2 \circ \vartheta_1 \) and \( \vartheta_2 \circ \vartheta_1 \circ \vartheta_2 \) on \((x, y)\) is easily computed (using associativity of the subalgebra generated by \(x\) and \(y\), cf. [1.1(e)]).

### 3.3 Lemma

Let \( \mathbb{O} \) be an octonion field over \( F \).

(a) If \((\alpha|\beta|\gamma)\) is an (anti-)autotopism of \( \mathbb{O} \) and \( r, s, t \in F^* \) are scalars then \((r\alpha|s\beta|t\gamma)\) is an (anti-)autotopism precisely if \( s = tr \).

(b) Any one of the triplets \((\alpha|\beta|\id), (\id|\beta|\alpha)\) is an autotopism if, and only if, there exists \( z \in F^* \) such that \( \alpha = \lambda z = \beta \), and \((\alpha|\id|\gamma)\) is an autotopism precisely if there exists \( z \in F^* \) such that \( \alpha = \lambda z = \gamma^{-1} \).

(c) If \((\alpha|\beta|\gamma)\) and \((\alpha'|\beta'|\gamma)\) are both autotopisms then there exists \( r \in F^* \) such that \((\alpha'|\beta'|\gamma) = (r\alpha|r\beta|\gamma) \). Conversely, if \((\alpha|\beta|\gamma)\) is an autotopism then \((r\alpha|r\beta|\gamma)\) is one, for each \( r \in F^* \).

(d) Let \((\alpha|\beta|\gamma)\) be an (anti-)autotopism and let \( \varphi_\xi \) denote the companion of the semi-linear map \( \xi \). Then \( \varphi_\alpha = \varphi_\beta = \varphi_\gamma \).

In particular, if one component of an (anti-)autotopism is \( F\)-linear then all three components are \( F\)-linear. We briefly call the (anti-)autotopism linear in this case.

(e) Every linear autotopism consists of similitudes of the norm form of \( \mathbb{O} \), and every autotopism consists of semi-similitudes (in particular, semi-linear maps).

(f) An automorphism \( \varphi \) of \( F \) occurs as the companion of a semi-similitude of the norm form if, and only if, it occurs as the companion of an automorphism of \( \mathbb{O} \).

**Proof.** A straightforward computation yields assertion [a].

In order to prove assertions [b] and [c] we interpret autotopisms as elements of the triangle stabilizer in the projective completion of the affine plane over \( \mathbb{O} \). If one of the entries of an autotopism is trivial then the corresponding element of the triangle stabilizer acts trivially on one side \( L \) of the triangle, and acts trivially on the line pencil in the vertex \( p \) opposite that side. Thus it is a homology with center \( p \) and axis \( L \). It is well known that, in every affine plane over an octonion field, these homologies are precisely the maps of the form \((x, y) \mapsto (zx, zy)\) if \( p = (0, 0) \), of the form \((x, y) \mapsto (x, zy)\) if \( L = [0, 0] \), of the form \((x, y) \mapsto (zx, y)\) if \( L = [0] \), respectively, where \( z \in F^* \) (see [18, 1.22]), together with the fact that the center of an octonion algebra coincides with each one of its nuclei, cf. [1.1(i)]. Thus we have proved assertion [b].

The quotient \((\alpha'|\beta'|\gamma)^{-1}(\alpha|\beta|\gamma)\) then acts trivially on the line at infinity, and assertion [c] follows from assertion [b].

In order to verify assertion [d], we consider \( s, t \in F \) and compare \( \varphi_\beta(st)\beta(1) = \beta((st)1) = \beta((s1)(t1)) \) with the product of \( \varphi_\alpha(s)\alpha(1) = \alpha(s1) \) and \( \varphi_\gamma(t)\gamma(1) = \gamma(t1) \) in the suitable order. This yields that \((\varphi_\alpha|\varphi_\beta|\varphi_\gamma)\) is an autotopism of \( F \). As the components of that autotopism are automorphisms, they coincide.

Assertion [e] is known, see [21, Cor 1.9]. Assertion [d] is also known, see [27, 1.7.2].

Assertion 3.3[c] treats the third component in a special way. It can easily be transferred to the other components (mutatis mutandis), either by a direct argument or by an application of the following famous principle of triality.
3.4 Lemma (Triality for autotopisms\textsuperscript{8}). If \((\alpha|\beta|\gamma)\) is an autotopism of an octonion field \(\mathbb{O}\) then \(\tau(\alpha|\beta|\gamma) := (\gamma|\mu_\beta^{-1}\kappa \circ \alpha \circ \kappa|\mu_\beta^{-1}\kappa \circ \beta \circ \kappa)\) is an autotopism, as well. The map \(\tau\) is an automorphism of \(\Delta\), and has order three.

Proof. We note \(\tau^2(\alpha|\beta|\gamma) :=(\mu_\beta^{-1}\kappa \circ \beta \circ \kappa|\mu_\beta^{-1}\kappa \circ \gamma \circ \kappa|\alpha)\), and conclude that \(\tau\) has order three.

Checking that \(\tau(\alpha|\beta|\gamma)\) is an autotopism amounts to verification of the equation \(\mu_\beta^{-1}\beta(\gamma(x)) = \mu_\alpha^{-1}\alpha(\gamma(x))\). Multiplying with \(\gamma(x)\) from the right we obtain \(\mu_\beta^{-1}\beta(\gamma(x)) = \mu_\alpha^{-1}\alpha(\gamma(x))\). The latter equation is equivalent to \(\mu_\beta^{-1}\mu_\beta(\alpha(\varphi(N(x))) = \mu_\alpha^{-1}\gamma(x)\alpha(\varphi).\) As \((\alpha|\beta|\gamma)\) is an autotopism, the right hand side equals \(\mu_\alpha^{-1}\beta(x\varphi) = \varphi(N(x))\beta(\varphi),\) and \(\mu_\beta = \mu_\gamma\mu_\alpha\) yields the claim.

It is straightforward to verify that \(\tau\) is a group homomorphism on \(\Delta\). \(\square\)

3.5 Remark. In fact, we obtain \(\tau\) as conjugation by \(\vartheta_2 \circ \vartheta_1\) from \textit{3.2}, this observation could replace the arguments in the proof of \textit{3.4}. In order to verify that claim, we note first that \((\delta(x^{-1}))^{-1} = \mu_\delta^{-1}\delta(\varphi)\) holds for each semi-similitude \(\delta\) and each \(x \in \mathbb{O}^*\). Conjugation by \(\vartheta_1\) induces the involutory automorphism \(\pi_3:(\alpha|\beta|\gamma) \mapsto (\beta|\alpha|\mu_\gamma^{-1}\kappa \circ \gamma \circ \kappa)\) on \(\Delta\), and conjugation by \(\vartheta_2\) gives the involution \(\pi_2:(\alpha|\beta|\gamma) \mapsto (\mu_\beta^{-1}\kappa \circ \gamma \circ \kappa|\mu_\beta^{-1}\kappa \circ \beta \circ \kappa|\alpha)\). Thus the dihedral group generated by \(\vartheta_1\) and \(\vartheta_2\) acts faithfully as a group of automorphisms on \(\Delta\).

3.6 Examples. For each \(u \in \mathbb{O}^*\) the triplet \((\rho_\alpha|\lambda_u \circ \rho_\beta|\lambda_u)\) is an autotopism; we use Moufang’s identity \(u(|sx|u) = (us)(ux)\) here, see \textit{1.1(d)}. The triplet \((\frac{1}{N(u)} \rho_\alpha|\frac{1}{N(u)} \lambda_u \circ \rho_\beta|\lambda_u)\) is an autotopism by \textit{3.3(c)}.

Note that \(\frac{1}{N(u)} \rho_\alpha = \rho_\alpha^{-1}\) holds if \(u \in Pu\mathbb{O}\), so the latter autotopism is \((\rho_\alpha^{-1}|\lambda_u \circ \rho_\beta^{-1}|\lambda_u)\) in that case.

Our triality \(\tau\) from \textit{3.4} maps the autotopism \((\rho_\alpha|\lambda_u \circ \rho_\beta|\lambda_u)\) to \((\lambda_u|N(u)^{-1}\lambda_u|N(u)^{-2}\lambda_u \circ \rho_\beta)\) and then on to \((\lambda_u|N(u)^{-1}\lambda_u \circ \rho_\beta|N(u)^{-1}\rho_\beta|\rho_\beta)\). Using \textit{3.3(e)} again, we infer that the triplet \((\lambda_u|N(u)^{-1}\lambda_u \circ \rho_\beta|N(u)^{-1}\rho_\beta|\rho_\beta)\) is an autotopism. Application of \(\pi_3\) from \textit{3.5} to \((\rho_\alpha|\lambda_u \circ \rho_\beta|\lambda_u)\) yields that \((\lambda_u \circ \rho_\beta|\rho_\beta|\lambda_u|N(u)^{-1}\lambda_u \circ \kappa)\) is an autotopism, as well.

The standard involution \(\kappa\) is an anti-automorphism, and yields an anti-automorphism \((\kappa|\kappa|\kappa)\). Multiplication (cf. \textit{3.1}) gives \((\alpha|\beta|\gamma)(\kappa|\kappa|\kappa) = (\gamma \circ \kappa|\beta \circ \kappa|\alpha \circ \kappa)\). So \((\rho_\alpha|\lambda_u \circ \rho_\beta|\lambda_u)(\kappa|\kappa|\kappa) = (\lambda_u \circ \kappa|\lambda_u \circ \rho_\beta \circ \kappa|\rho_\beta \circ \kappa) = (\lambda_u \circ \kappa|\lambda_u \circ \kappa \circ \gamma \circ \kappa \circ \lambda_u \circ \kappa)\). Since \((\lambda_u|N(u)^{-1}\lambda_u|\rho_\beta|\gamma)\) is an anti-automorphism, and \((\lambda_u \circ \kappa|\kappa|\kappa|\kappa|\rho_\beta \circ \kappa|\rho_\beta \circ \kappa|\rho_\beta \circ \kappa)\) yields an anti-automorphism, as well (see \textit{3.3(a)}).

3.7 Definition. For \(j \in \{1,2,3\}\), the map \(pr^j: \Delta \rightarrow \Gamma O(\mathbb{O}, N): (\alpha_1|\alpha_2|\alpha_3) \mapsto \alpha_j\) is a group homomorphism.

Note that triality (see \textit{3.4}) cyclically interchanges the kernels and images of \(pr^1\), \(pr^2\), and \(pr^3\), as defined in in \textit{3.7}. The homomorphism \(pr^j: \Delta \rightarrow \Gamma O(\mathbb{O}, N)\) is never surjective, and its restriction to the group \(\Delta_F\) of linear autotopisms is also not surjective onto \(\Gamma O(\mathbb{O}, N)\). We clarify the situation for the linear autotopisms; it turns out (in \textit{3.11} below) that the following definition gives a direct description of \(pr^j(\Delta_F) = pr^j(\Delta) \cap GO(\mathbb{O}, N)\).

3.8 Definition. The subgroup \(GO^+(\mathbb{O}, N) := \{\lambda_u \mid u \in \mathbb{O}^*\} \cup \{\rho_\beta \mid u \in \mathbb{O}^*\} \subseteq GO(\mathbb{O}, N)\) is called the group of \textit{direct similitudes} of the norm form.

3.9 Lemma. Let \(V \subseteq \mathbb{O}\) be any vector subspace of dimension at least 5. Then \(GO(\mathbb{O}, N)\) is generated by \(\{\kappa\} \cup \{\lambda_v \mid v \in V\}\).

\textsuperscript{8} See also \textit{27 3.3.2}, but note that the maps given there do not have order three.
3.10 Lemma. Let $C$ be a division algebra, and let $(\alpha|\beta|\gamma)$ be an anti-autotopism of $C$. If $\gamma = \text{id}$ then $C$ is isotopic to a commutative algebra.

Proof. Being an anti-autotopism means $\beta(sx) = \alpha(x)\gamma(s)$ for all $s, x \in C$. Specializing $s = 1$ we find $\beta = \alpha$. Specializing $x = 1$ we then find $\alpha(s) = \beta(s) = \alpha(s)$ for all $s \in C$, where $\alpha := \alpha(1)$. The existence of $a \in C \setminus \{0\}$ with $a(sx) = (ax)s$ for all $s, x \in C$ implies that $C$ is isotopic to a commutative algebra; see [20, p. 592], cf. [10].

3.11 Theorem. For each $\gamma \in \text{GO}(\mathcal{O}, N)$ there exists either an autotopism $(\alpha|\beta|\gamma)$ or an anti-autotopism $(\hat{\alpha}|\hat{\beta}|\gamma)$, but not both. The set $\text{pr}^3(\Delta_F)$ of those $\gamma \in \text{GO}(\mathcal{O}, N)$ that occur with autotopisms of $\mathcal{O}$ is the subgroup $\text{GO}^+(\mathcal{O}, N)$. In particular, the subgroup $\text{GO}^+(\mathcal{O}, N)$ has index 2 in $\text{GO}(\mathcal{O}, N)$, and we have a semidirect product $\text{GO}(\mathcal{O}, N) = \text{GO}^+(\mathcal{O}, N) \rtimes \langle \kappa \rangle$.

Proof. Assume that there is an autotopism $(\alpha|\beta|\gamma)$ and an anti-autotopism $(\hat{\alpha}|\hat{\beta}|\gamma)$. Then $(\hat{\alpha} \circ \alpha^{-1} | \hat{\beta} \circ \beta^{-1} | \gamma \circ \gamma^{-1})$ is an anti-autotopism. From 3.10 we then infer that $\mathcal{O}$ is isotopic to a commutative algebra. Every algebra isotopic to $\mathcal{O}$ is in fact isomorphic to $\mathcal{O}$ (see [22, 2.6.3]), and we reach a contradiction.

In order to show existence of suitable (anti-)autotopisms, we recall from 3.9 that the group $\text{GO}(\mathcal{O}, N)$ is generated by $\{\kappa\} \cup \{\lambda_u \mid u \in \mathcal{O}^*\}$, that $(\kappa|\kappa|\kappa)$ is an anti-autotopism, and that $(\rho_u|\lambda_u \circ \rho_u|\lambda_u)$ and $(\lambda_u^{-1} | \rho_{u^2}|\rho_u|\rho_u)$ are autotopisms (for each $u \in \mathcal{O}^*$, see 5.6). Thus every element of $\text{GO}^+(\mathcal{O}, N) = \langle \{\lambda_u \mid u \in \mathcal{O}^*\} \cup \{\rho_u \mid u \in \mathcal{O}^*\} \rangle \leq \text{pr}^3(\Delta_F)$. On the other hand, $(\kappa|\kappa|\kappa)$ is an anti-autotopism, and $\kappa \notin \text{pr}^3(\Delta_F)$.

Now $\kappa \circ \lambda_u \circ \kappa = \rho_{u^2}$ yields that $\kappa$ normalizes $\text{GO}^+(\mathcal{O}, N)$, and that $\text{GO}^+(\mathcal{O}, N)$ is a subgroup of index 2 in $\text{GO}(\mathcal{O}, N)$. We find $\text{GO}^+(\mathcal{O}, N) \leq \text{pr}^3(\Delta_F) < \text{GO}(\mathcal{O}, N)$, and $\text{GO}^+(\mathcal{O}, N) = \text{pr}^3(\Delta_F)$ follows.

3.12 Remarks. The group $\Lambda_\mathcal{O} = \langle \lambda_u \mid u \in \mathcal{O}^* \rangle$ is normalized by $\kappa \circ \Lambda_\mathcal{O} \circ \kappa = \langle \rho_u \mid u \in \mathcal{O}^* \rangle$, and $\Lambda_\mathcal{O}$ is thus a normal subgroup of $\text{GO}^+(\mathcal{O}, N)$ (but not normal in $\text{GO}(\mathcal{O}, N)$, in general). In order to see normality, we use one of Moufang’s identities (see [11, (d)]): For all $a, b \in \mathcal{O}^*$ and $x \in \mathcal{O}$ we have $(ab)x = (ab)(xa^{-1})a = a(bx^{-1})a$. This means $\lambda_{u^{-1}} \circ \lambda_{ab} = \rho_{u} \circ \lambda_{b} \circ \rho_{u}^{-1}$. The product $\Lambda_\mathcal{O} \circ (\kappa \circ \Lambda_\mathcal{O} \circ \kappa)$ of two normal subgroups is a subgroup of $\text{GO}^+(\mathcal{O}, N)$ and contains a set of generators, thus $\text{GO}^+(\mathcal{O}, N) = \Lambda_\mathcal{O} \circ (\kappa \circ \Lambda_\mathcal{O} \circ \kappa)$.

Using a generalization of the Spinor norm, one sees that the group $\Lambda_{\mathcal{P}u \mathcal{O}}$ is a proper subgroup of $\Lambda_{\mathcal{O}}$, in general. As each element of $\mathcal{O}$ is of the form $ab$ with $a, b \in \mathcal{P}u \mathcal{O}$ (see [12]), our formula $\lambda_{ab} = \lambda_u \circ \rho_a \circ \lambda_b \circ \rho_{a^{-1}}$ also shows that $\Lambda_{\mathcal{P}u \mathcal{O}}$ is not normalized by $\langle \rho_a \mid a \in \mathcal{P}u \mathcal{O} \setminus \{0\} \rangle$ if $\Lambda_{\mathcal{P}u \mathcal{O}} \neq \Lambda_{\mathcal{O}}$.

We took this idea from Theo Grundhöfer’s paper [12, p. 448].
3.13 Theorem.  (a) We have \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \cap \mathbb{O}(\mathbb{O}, \mathbb{N}) = \text{O}^+(\mathbb{O}, \mathbb{N}) \); cf. 2.5.

(b) The stabilizer \( \text{GO}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \) of the set \( \{1, -1\} \) equals the direct product \( \mathbb{O}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} = \langle \langle \delta_u \rangle \cup \langle \rho_u \rangle \rangle \). (Recall that \( \delta_u = \frac{1}{\lambda_u} \lambda_u \circ \rho_u = -\kappa \circ \sigma_u = -\sigma_u \circ \kappa \), cf. 2.6.)

(c) The stabilizer \( \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \) is generated by \( \{ \delta_u \mid u \in \mathbb{P} \cup \mathbb{O} \} \).

(d) If \( \text{char} \ F \neq 2 \) then \( \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,0\}} = \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{0\}} \), and \( \mathbb{O}(\mathbb{O}, \mathbb{N})_{\{1,0\}} = \langle \langle \delta_u \rangle \cup \langle \rho_u \rangle \rangle \). Applying 2.6(b) we see that \( \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,0\}} \) induces \( \text{O}^+(\mathbb{P} \cup \mathbb{O}, \mathbb{N}|\mathbb{P} \cup \mathbb{O}) \) on \( \mathbb{P} \cup \mathbb{O} \); the kernel of the restriction map is trivial because \(-\kappa \) does not belong to \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \).

(e) \( \text{GO}^+(\mathbb{O}, \mathbb{N}) = \langle \langle \lambda_u \rangle \cup \langle \rho_u \rangle \rangle \).

(f) If \( \text{char} \ F \neq 2 \) then \( \text{GO}^+(\mathbb{O}, \mathbb{N}) = \{ \varphi \in \text{GO}(\mathbb{O}, \mathbb{N}) \mid \text{det} \varphi = \mu^4 \} \).

If \( \text{char} \ F = 2 \) then the latter group coincides with \( \text{GO}(\mathbb{O}, \mathbb{N}) \).

Proof. From 2.6(c) we infer that \( \text{O}^+(\mathbb{O}, \mathbb{N}) = \langle \langle \delta_u \rangle \cup \langle \rho_u \rangle \rangle \) is contained in \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \). The reflection \( \kappa \) is contained in \( \mathbb{O}(\mathbb{O}, \mathbb{N}) \) but neither in \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \) nor in \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \). Now the inclusions \( \text{O}^+(\mathbb{O}, \mathbb{N}) \subseteq \text{GO}^+(\mathbb{O}, \mathbb{N}) \cap \text{O}(\mathbb{O}, \mathbb{N}) < \text{O}(\mathbb{O}, \mathbb{N}) \) yield \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \cap \text{O}(\mathbb{O}, \mathbb{N}) = \text{GO}^+(\mathbb{O}, \mathbb{N}) \), as claimed in assertion (a).

We study the stabilizer \( \text{GO}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \) of the set \( \{1, -1\} \) next. Elements of that stabilizer clearly have multiplier 1, and \( \text{GO}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} = \text{O}(\mathbb{O}, \mathbb{N})_{\{1,0\}} \). For \( u \in \mathbb{P} \cup \mathbb{O} \), we have \( \delta_u \in \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \). This element induces on \( \mathbb{P} \cup \mathbb{O} \) the hyperplane reflection \( \sigma_u|\mathbb{P} \cup \mathbb{O} \), see 2.6, and induces \( -\text{id}_F \) on \( F \). The set \( \{ \sigma_u|\mathbb{P} \cup \mathbb{O} \mid u \in \mathbb{P} \cup \mathbb{O} \} \) of hyperplane reflections generates the full orthogonal group \( \text{O}(\mathbb{O}, \mathbb{N}|\mathbb{P} \cup \mathbb{O}) \) by the Cartan-Dieudonné Theorem, see 2.5(a).

In order to prove assertion (b), it thus remains to determine the set of all \( \gamma \in \text{O}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \) that act trivially on \( \mathbb{P} \cup \mathbb{O} \). If \( \text{D}(\gamma) = 1 \) then the codimension of \( \text{Fix}(\gamma) \) is even and bounded above by \( \text{dim}(\mathbb{O}/\mathbb{P} \cup \mathbb{O}) = 1 \). So \( \gamma = \text{id} \) in that case, and we obtain that \( \text{O}^+(\mathbb{O}, \mathbb{N}) \) intersects the kernel trivially. Thus \(-\kappa \) is the only element of Dickson invariant \(-1 \) in the kernel, and the kernel is generated by \(-\kappa \). We have thus proved that \( \text{O}(\mathbb{O}, \mathbb{N})_{\{1,-1\}} = \langle \langle \delta_u \rangle \cup \langle \rho_u \rangle \rangle \).

We have \( \text{D}(\delta_u) = 1 \), \( \text{D}(\rho_u) = -1 \), and \(-\kappa \) commutes with \( \delta_u \), therefore \( \langle \delta_u \rangle \) is a direct product of \( \langle \delta_u \rangle \). This completes the proof of assertion (b), and we also obtain \( \text{O}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} = \langle \langle \delta_u \rangle \cup \langle \rho_u \rangle \rangle \). The last remaining claim in assertion (c) is \( \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} = \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \); that equality follows from assertion (a) Assertion (d) follows from the observation that \(-\kappa \) and each \( \delta_u \) map 1 to \(-1 \).

The group generated by \( \{ \lambda_u \mid u \in \mathbb{P} \cup \mathbb{O} \} \cup \{ \rho_u \mid u \in \mathbb{P} \cup \mathbb{O} \} \) is a subgroup of \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \), acts transitively on \( \mathbb{O}^* \) by 1.4, and it contains the stabilizer \( \text{GO}^+(\mathbb{O}, \mathbb{N})_{\{1,-1\}} \) by assertion (d). Thus it coincides with \( \text{GO}^+(\mathbb{O}, \mathbb{N}) \), and assertion (e) is proved.
It remains to prove assertion (f). For each $a \in \mathbb{O}^*$, we have $\mu_{a^8} = N(a)$. If $a \in F^*$ then clearly $\det a = a^8$ and $\mu_{a^8} = a^2$, whence $\det \lambda_a = \mu_{a^8}^\lambda$. If $a \in \mathbb{O} \setminus F$ then $K := F + Fa$ is a quadratic extension of $F$. We pick $b \in \mathbb{O} \setminus K$ and $c \in \mathbb{O} \setminus (K + Kb)$. Then $1, a, b, ab, c, ac, bc, a(bc)$ forms a basis for $\mathbb{O}$. With respect to that basis, the matrix for $\lambda_a$ is a block diagonal matrix of the form

$\begin{pmatrix} 0 & -N(a) & 1 & T(a) \\ 0 & -N(a) & 1 & T(a) \\ 0 & -N(a) & 1 & T(a) \\ 0 & -N(a) & 1 & T(a) \end{pmatrix},$

with determinant $N(a)^4 = \mu_{a^8}^4$. Together with $\rho_a = \kappa \circ \lambda_a \circ \kappa$ this shows that $GO^+(\mathbb{O}, N)$ is contained in the (normal) subgroup $M := \{ \varphi \in GO(\mathbb{O}, N) \mid \det \varphi = \mu_{a^4}^\varphi \}$ of $GO(\mathbb{O}, N)$. If $\text{char} F \neq 2$ then $M$ does not contain $\kappa$ because $\det \kappa = -1 \neq 1^4 = \mu_{a^4}^\kappa$. The assertion follows because $GO^+(\mathbb{O}, N)$ has index 2 in $GO(\mathbb{O}, N)$. If $\text{char} F = 2$ then $\kappa \in M$ yields $GO(\mathbb{O}, N) = \langle \kappa \rangle \circ GO^+(\mathbb{O}, N) \leq \langle \kappa \rangle \circ M = M$.

4 Some transitive groups of similitudes of the norm form

4.1 Definition. Let $V$ be any subspace of $\mathbb{O}$. Recall from 1.3 that $\Lambda_V := \langle \lambda_v \mid v \in V \setminus \{0\} \rangle$ denotes the group generated by all left multiplications with non-trivial elements of $V$, and $\Lambda^+_V := \langle \lambda_v \circ \lambda_w \mid v, w \in V \setminus \{0\} \rangle$ is generated by all products of an even number of left multiplications by elements of $V \setminus \{0\}$. (Note that $\Lambda^+_V = \Lambda_V$ if $1 \in V$ because $\lambda_1 = \text{id}$ is then one of the generators.) By 1.4, the group $\Lambda^+_V$ acts transitively on $\mathbb{O}^*$ if $\dim V \geq 5$.

In the group $\Delta$ we define the subgroups $\Gamma_V := \langle (\lambda_v^{-1} \rho_v | \lambda_v^\rho_v) \mid v \in V \setminus \{0\} \rangle$ and $\Gamma^+_V := \langle (\lambda_v^{-1} \rho_v | \lambda_v^\rho_v | \lambda_w \circ \rho_w \circ \lambda_w \circ \lambda_w) \mid v, w \in V \setminus \{0\} \rangle$; these generators belong to $\Delta$ by 3.6. Note that $(\lambda_v^{-1} \rho_v | \lambda_v^{-1}) | \lambda_v \rangle = (\rho_v^{-1} | \lambda_v \circ \rho_v^{-1} | \lambda_v)$ holds if $v \in P \cap \mathbb{O} \setminus \{0\}$. We write $\eta(\lambda_v) := (\rho_v^{-1} | \lambda_v \circ \rho_v^{-1} | \lambda_v)$ for such $v$.

4.2 Lemma. Restriction of $pr^3$: $\Delta \to \Omega(\mathbb{O}, N): (\alpha|\beta|\gamma) \mapsto \gamma$ yields an isomorphism from $\Gamma_{P \cap \mathbb{O}}$ onto $\Lambda_{P \cap \mathbb{O}}$; the inverse will be denoted by $\eta$; in fact, it extends $\eta(\lambda_v) = (\rho_v^{-1} | \lambda_v \circ \rho_v^{-1} | \lambda_v)$, as defined above.

Proof. We restrict the homomorphism $pr^3$: $\Delta \to \Gamma_{P \cap \mathbb{O}}(\mathbb{O}, N): (\alpha|\beta|\gamma) \mapsto \gamma$ from 3.7 to the subgroup $\Gamma_{P \cap \mathbb{O}} \leq \Delta$. The kernel of $pr^3$ is just $\{ (\lambda_z | \lambda_z | \text{id}) \mid z \in F^* \}$, see 3.3(b). Therefore, the kernel of the restriction is $\Gamma_{P \cap \mathbb{O}} \cap \{ (\lambda_z | \lambda_z | \text{id}) \mid z \in F^* \}$. Every element of $pr^2(\Gamma_{P \cap \mathbb{O}})$ fixes 1, and $\langle \lambda_z | \lambda_z | \text{id} \rangle \in \Gamma_{P \cap \mathbb{O}}$ yields $z = 1$. Therefore, the restriction $pr^3 |_{\Gamma_{P \cap \mathbb{O}}}$ is an injective homomorphism, its range is $\Lambda_{P \cap \mathbb{O}}$, and we obtain an isomorphism from $\Gamma_{P \cap \mathbb{O}}$ onto $\Lambda_{P \cap \mathbb{O}}$. Clearly $\eta$ is the inverse of this isomorphism.

4.3 Lemma. Let $V \leq \mathbb{O}$ be any non-trivial vector subspace. Then $\ker pr^2 = \Gamma^+_P \leq \Gamma^+_V$, and $\Lambda_F = \Gamma^+_F \leq \Lambda^+_V$. If $V \leq P \cap \mathbb{O}$ then $\Lambda_F = \ker(pr^2 \circ \eta)$.

Proof. From 3.3(b) we know $\ker pr^2 = \{ (\rho_z^{-1} | \text{id} | \lambda_z) \mid z \in F \setminus \{0\} \}$. As $\mathbb{O}$ is an algebra over $F$, we obtain $\Gamma^+_F = \{ (-\rho_z^{-1} - \text{id} | \lambda_z)(-\rho_1 - \text{id} | \lambda_1) \mid z \in F^* \} = \ker pr^2$. 
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Using [1.1(0)] we note \( \lambda_z = \lambda_v \circ \lambda_a^{-1} \in \Lambda_V^+ \) if \( z \in F^* \) and \( v \in V \setminus \{0\} \), and compute \((\rho^{-1}_v | id | \lambda_z) = (-N(v)^{-1} \rho_v | -N(v)^{-1} \lambda_v \circ \rho_v | \lambda_v)^{-1} \). Thus \( \Lambda_F = \Lambda^+_F \subset \Lambda_V^+ \), and \( \Gamma_F \subset \Gamma_V^+ \). The rest is clear. 

4.4 Definitions. For every vector subspace \( V \leq Pu \otimes \), let \( f_{V^\perp} \) be the restriction of the polar form to \( V^\perp \), and consider the group homomorphism \( pr^2_V : \Gamma_V \rightarrow O(V, N | V) : (\alpha | \beta | \gamma) \rightarrow \beta | V \).

4.5 Lemma. Let \( V \leq Pu \otimes \) be a vector subspace.

(a) For each \( \alpha \in V \setminus \{0\} \), we have \( pr^2(\eta(\alpha_a)) = \kappa \circ \sigma_a \circ \sigma_a \).

(b) The group \( pr^2(\Gamma_V^+) \) acts trivially on \( V^\perp \) and induces \( pr^2_V(\Gamma_V^+) = O^+(V, N | V) \) on \( V \).

(c) If \( \text{char} F \neq 2 \) and \( \dim V \) is odd then \( pr^2_V(V) = O^+(V, N | V) = SO(V, N | V) \).

(d) If \( f_{V^\perp} \) is not degenerate then either \( \dim V \) is even and \( \ker pr^2 = \ker pr^2_{P_u \otimes} \) or \( V = Pu \otimes \) and \( \ker pr^2 = ker pr^2_{P_u \otimes} \), or \( V \in \{1, 3, 5\} \) and \( \ker pr^2 \) has index 2 in \( ker pr^2_{P_u \otimes} \).

(e) If \( f_{V^\perp} \) is degenerate then \( \text{char} F = 2 \). We study two important special cases explicitly:

(i) If \( f_{V^\perp} \) is not zero then \( \ker pr^2 \) has index 2 in \( ker pr^2_{P_u \otimes} \).

(ii) If \( V = Pu \otimes \) then \( f_{V^\perp} = f_F = 0 \). We have \( \ker pr^2_{P_u \otimes} = \ker pr^2 \).

Proof. Recall from [2.6] that \( \sigma_a = -\lambda_v \circ \kappa \circ \lambda_a^{-1} \). Using \( a \in V \leq Pu \otimes \) we obtain \( \sigma_a(x) = -a(\sigma_{a^{-1}}x) = a(xa^{-1}) = axa^{-1} \) for each \( x \in \otimes \). This shows \( \lambda_v \circ \rho_a^{-1} \circ \kappa = \kappa \circ \lambda_a \circ \rho_a^{-1} \) and then \( (\lambda_v \circ \rho_a^{-1}) \circ (\lambda_v \circ \rho_a^{-1}) = \sigma_a \circ \sigma_a \). These products act trivially on \( (a, c)^\perp \geq V^\perp \), while their restrictions to \( V \) generate \( O^+(V, N | V) \), see [2.5]. Thus (a) and (b) are established.

In order to prove assertion (c), we distinguish cases: If \( \text{char} F \neq 2 \) and \( \dim V \) is odd then \( pr^2_V(\lambda_a) = \kappa \circ \sigma_a | V = -\sigma_a | V \) has determinant 1. Thus \( SO(V, N | V) \supseteq pr^2_V(\Gamma_V) \supseteq pr^2_V(\Gamma_V^+) = SO(V, N | V) \) yields \( SO(V, N | V) = pr^2_V(\Gamma_V) \). If \( \text{char} F \neq 2 \) and \( \dim V \) is even then \( pr^2_V(\lambda_a) = -\sigma_a | V \) has determinant \(-1 \), and we obtain \( O(V, N | V) \supseteq pr^2_V(\Gamma_V) > pr^2_V(\Gamma_V^+) = SO(V, N | V) \) which means \( O(V, N | V) = pr^2_V(\Gamma_V) \). If \( char F = 2 \) then \( pr^2_V(\lambda_a) = \kappa \circ \sigma_a | V = \sigma_a | V \), and \( O(V, N | V) = pr^2_V(\Gamma_V) \) follows.

We now turn to the investigation of the kernel of \( pr^2_V \). For any sequence \( a_1, \ldots, a_m \) in \( V \setminus \{0\} \), we have \( pr^2(\eta(\lambda_{a_m} \circ \cdots \circ \lambda_{a_1})) = \kappa^m(\sigma_{a_m} \circ \cdots \circ \sigma_{a_1}) \) by assertion (a). This product acts trivially on \( V \) precisely if \( \sigma_{a_m} \circ \cdots \circ \sigma_{a_1} | V = (-id | V)^m \). Because \( V \leq Pu \otimes \). In any case, that product induces \( (-\kappa | V^\perp)^m \) on \( V^\perp \).

If \( f_{V^\perp} \) is not degenerate then \( f_V \) is not degenerate, and \( \otimes = V^\perp \otimes \). If \( \dim V \) is even then \( \sigma_{a_m} \circ \cdots \circ \sigma_{a_1} | V = (id | V) \) implies \( \sigma_{a_m} \circ \cdots \circ \sigma_{a_1} | V = O^+(V, N | V) \). Then \( m \) is even, and \( (-\kappa | V^\perp)^m \) is trivial. This yields \( ker pr^2 = ker pr^2_V \). If \( V = Pu \otimes \) then \( \delta \in ker pr^2 \setminus ker pr^2_\otimes \) would satisfy \( pr^2(\delta) = -\kappa \), but \( -\kappa \in O(\otimes, N) \otimes O^+ (\otimes, N) \) is never a component of an automorphism. If \( \dim V \) is odd and \( f_{V^\perp} \) is not degenerate then \( char F \neq 2 \), and \( -id | V \) is the product of an odd number of reflections in \( O(V, N | V) \), say \( -id | V = \sigma_{a_{2k+1}} \circ \cdots \circ \sigma_{a_1} \), \( a_1, \ldots, a_{2k+1} \in V \setminus \{0\} \). Now \( pr^2(\eta(\lambda_{a_{2k+1}} \circ \cdots \circ \lambda_{a_1})) | V^\perp = \kappa | V^\perp \), and \( V \neq Pu \otimes \) implies that \( \eta(\lambda_{a_{2k+1}} \circ \cdots \circ \lambda_{a_1}) \) lies in \( ker pr^2 \setminus ker pr^2_\otimes \). This proves assertion (d).

Now assume that \( f_{V^\perp} \) is degenerate, then \( char F = 2 \), the form \( f_V \) is also degenerate, and \( O^+(V, N | V) = O(V, N | V) \); see [2.4]. Thus it is possible to write \( id | V = \sigma_{a_{2k+1}} \circ \cdots \circ \sigma_{a_1} \) with an odd number of elements \( a_1, \ldots, a_{2k+1} \in V \setminus \{0\} \). If \( f_{V^\perp} \neq 0 \) then there exists \( u \in V^\perp \)
with \( \pi \neq u \), and \( \eta(\lambda_{a\mathbb{K}+1} \circ \cdots \circ \lambda_{a_{1}}) \) lies in \( \ker \text{pr}^{2}_{V} \setminus \ker \text{pr}^{2} \) because \( \eta(\lambda_{a\mathbb{K}+1} \circ \cdots \circ \lambda_{a_{1}})|_{V_{\perp}} = \kappa|_{V_{\perp}} \neq \mathrm{id}|_{V_{\perp}} \). This settles the first of the subcases in \( \text{(e)} \).

Consider \( \delta \in \ker \text{pr}^{2}_{\mathbb{O} \setminus \mathbb{O}} \); next, then \( \gamma := \text{pr}^{2}(\delta) \in O^{+}(\mathbb{O}, N) \). Pick \( b \in \mathbb{O} \) with \( (1|b) = 1 \). Then \( \{1, b\}^{\perp} \subseteq \mathbb{O} \) is invariant under \( \gamma \), and so is \( \{1, b\}^{\perp} = F + Fb \). Thus there exist \( u_{1}, y_{1} \in F \) with \( \gamma(b) = u_{1} + y_{1}b \). Then \( 1 = (1|b) = (\gamma(1)|\gamma(b)) = (1|u_{1} + y_{1}b) = y_{1}(1|b) = y_{1} \) gives \( y_{1} = 1 \), and \( N(b) = N(\gamma(b)) = N(u_{1} + b) = N(u_{1}) + (u_{1}|b) + N(b) = u_{1}^{2} + u_{1} + N(b) \) yields \( u_{1}^{2} + u_{1} = 0 \) and thus \( u_{1} \in \{0, 1\} \). We obtain \( \gamma \in \{\mathrm{id}, \kappa\} \), but \( \kappa = \gamma \in GO^{+}(\mathbb{O}, N) \) is impossible. This settles the second subcase in \( \text{(e)} \).

\[ \square \]

5 Automorphisms of octonion algebras

The results of this section will be used to determine \( \Lambda^{\perp}_{V} \) for suitable \( V \subseteq \mathbb{O} \), see \( \text{6.3} \) below.

5.1 Lemma. Let \( H \) be a quaternion field, and consider \( u, x \in H \). Then \( u \) and \( x \) are conjugates if, and only if, they satisfy \( N_{H}(u) = N_{H}(x) \) and \( T_{H}(u) = T_{H}(x) \).

Proof. Since conjugation preserves the norm on \( H \) it remains to prove the non-trivial implication, starting from the assumptions \( N_{H}(u) = N_{H}(x) \) and \( T_{H}(u) = T_{H}(x) \).

If \( x \neq y \) then \( a := x - y \) lies in \( \mathbb{P}uH = \ker T_{H} \) and satisfies \( a^{-1}ua = a^{-1}u(x - y) = a^{-1}(ux - N_{H}(u)) = a^{-1}(ux - N_{H}(x)) = a^{-1}(u - x)x = a^{-1}(\pi)x = x \).

If \( x = y \) we pick \( a \in \{1, \pi\} \setminus \{0\} \). Then \( \pi \in \{1, u\}^{\perp} \) yields \( 0 = (u|\pi) = ua + \pi \pi = ua - a\pi \). This gives \( a^{-1}ua = \pi \) and proves the lemma.

\[ \square \]

The assertion of \( \text{5.1} \) cannot be generalized to the case of a split quaternion algebra. In fact, such an algebra is isomorphic to a matrix algebra \( F^{2 \times 2} \), and it is easy to construct examples of non-central matrices with the same norm (i.e., determinant) and trace as some central element. For instance, take \( x = \left( \begin{array}{cc} 1 & \varepsilon \\ 0 & 1 \end{array} \right) \) and \( y = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \); these elements cannot be conjugates, of course.

5.2 Proposition. Let \( H \) be a quaternion field, with norm \( N \) and standard involution \( \kappa \). We define \( GO^{+}(H, N) := \{\lambda_{a} \circ \rho_{c}^{-1} | a, c \in H^{*}\} \). Then the following hold.

(a) \( GO^{+}(H, N) = \langle \lambda_{a} \circ \rho_{v} | u, v \in \mathbb{P}uH \setminus \{0\} \rangle \).

(b) \( O^{+}(H, N) = \langle \lambda_{a} \circ \rho_{c}^{-1} | a, c \in H^{*}, N(a) = N(c) \rangle = GO^{+}(H, N) \cap O(H, N) \).

(c) \( O(H, N) = \langle \kappa \rangle \ltimes O^{+}(H, N) \).

(d) \( GO(H, N) = \langle \kappa \rangle \ltimes GO^{+}(H, N) \).

(e) \( PGO^{+}(H, N) \cong (H^{*}/F^{*})^{2} \).

(f) \( H^{*}/F^{*} \cong \text{SO}(\mathbb{P}uH, N|_{\mathbb{P}uH}) \).

Proof. Assertion \( \text{(a)} \) follows from \( \text{1.2} \).

Clearly \( GO^{+}(H, N) \leq GO(H, N) \), and \( \Xi := \{\lambda_{a} \circ \rho_{c}^{-1} | a, c \in H^{*}, N(a) = N(c)\} \) equals \( GO^{+}(H, N) \cap O(H, N) \). We use the Dickson invariant \( D \), see \( \text{2.4} \) and recall that \( O^{+}(H, N) \) is defined as the kernel of \( D \). For \( a \in H \setminus \{0, 1\} \) we have \( \text{Fix}(\rho_{a}) = \{0\} \), and \( \text{Fix}(\lambda_{a} \circ \rho_{a}^{-1}) \) is the centralizer of \( a \) in \( H \). That centralizer is the subalgebra \( F + Fa \) unless \( a \in F \) (then it is \( H \)). In
any case we have $D(\lambda_a \circ \rho^{-1})_{\alpha} = 1$, and $D(\rho_a) = 1$ if $N(\alpha) = 1$. Now $\lambda_a \circ \rho^{-1} = (\lambda_a \circ \rho^{-1})_{\alpha} \circ \rho_a$ with $u = \alpha c^{-1}$ yields $\Xi \subseteq O^+(H,N)$.

In 2.6.(c) we have proved that $O^+(H,N)$ is generated by the set $\{\delta_a \mid a \in H^*\}$, where

$$\delta_a = N(a) \lambda_a \circ \rho_a = \lambda_a \circ \rho^{-1} \in \Xi.$$ 

This yields $\Xi = O^+(H,N)$. Assertion (c) now follows from the facts that $O^+(H,N)$ has index 2 in $O(H,N)$ (see 2.5(b)) and $\kappa \notin O^+(H,N)$. Thus we have proved assertions (b) and (c).

Assertion (d) is obtained by a Frattini argument: clearly, the group $GO^+(H,N)$ is transitive on $H^*$, so it remains to note that the stabilizer $GO(H,N)_1 = O(H,N)_1 = \langle \kappa \rangle \times O^+(H,N)_1$ is contained in $\langle \kappa \rangle \times GO^+(H,N)$.

In order to prove assertion (e) we consider the surjective homomorphism $\psi$ from $(H^*)^2$ onto $PGO^+(H,N)$ mapping $(a,c)$ to $\mathbb{P}(\lambda_a \circ \rho_a^{-1})$, where $\mathbb{P}(\beta) : \mathbb{P}(H) \to \mathbb{P}(H) : Fx \mapsto F(\beta(x))$ for each $\beta \in GL_F(H)$. The kernel of $\psi$ consists of pairs $(a,c)$ such that there exists $s \in F^*$ with $sx = axc^{-1}$ for each $x \in H$. Specializing $x = 1$, we see $sc = a$. This gives $szc = scx$ for each $x$, and $c \in F^*$ follows. So $\ker \psi = (F^*)^2$, and $PGO^+(H,N) \cong (H^*)^2/\ker \psi = (H^*/F^*)^2$, as claimed in assertion (e).

Under the action of $H^*$ on $H$ by conjugation, the vector 1 is invariant, and so is $1^\perp = Pu H$. We obtain a homomorphism $\gamma : H^* \to O(Pu H,N|_{Pu H})$ such that $\gamma(a) = \lambda_a \circ \rho_a^{-1} \mid Pu H$. If char $F \neq 2$ then $\operatorname{Fix}(\gamma(a)) \cap Pu H$ has even, and so is the co-dimension in $O(Pu H,N|_{Pu H}) = SO(Pu H,N|_{Pu H})$. If char $F = 2$ then the equalities $O(Pu H,N|_{Pu H}) = SO(Pu H,N|_{Pu H}) = O^+(Pu H,N|_{Pu H})$ hold anyway (see 2.5(d)).

The restriction map from $O^+(H,N)_1$ to $O^+(Pu H,N|_{Pu H})$ is surjective because every hyperplane reflection $\sigma_{a,c}$ on $Pu H$ is the restriction of a hyperplane reflection on $H$. So $O^+(H,N)_1 = \langle \lambda_a \circ \rho_a^{-1} \mid a \in H^* \rangle$ yields that $\gamma$ describes a surjective map from $H^*$ onto $O^+(Pu H,N|_{Pu H})$. The kernel of $\gamma$ is $F^*$, and $H^*/F^* \cong SO(Pu H,N|_{Pu H})$ follows.

5.3 Proposition ([27 Sect. 2.1]). Let $H$ be a quaternion subalgebra of an octonion algebra $C$, and pick $a \in H^* \setminus \{0\}$ with $N(a) \neq 0$. Then the elements of the global stabilizer $\Aut_F(C)_H$ of $H$ in $\Aut_F(C)$ are precisely the maps of the form

$$\alpha_{c,t} : C = H \oplus H a \to C : x + ya \mapsto (cx c^{-1}) + (tcyc^{-1})a,$$

with $c, t \in H \setminus \{0\}$ such that $N(c) \neq 0$ and $N(t) = 1$.

5.4 Theorem. Let $\mathcal{O}$ be an octonion division algebra over an arbitrary commutative field $F$. Then $\Aut_F(\mathcal{O})$ is contained in the kernel $O^+(\mathcal{O},N) \leq \SO(\mathcal{O},N)$ of the Dickson invariant.

Proof. We know $\Aut_F(\mathcal{O}) \leq O(\mathcal{O},N)$, see 1.1(j), it remains to show $\Aut_F(\mathcal{O}) \leq \ker D$. (See 2.4 for the definition and properties of the Dickson invariant $D$.)

If $\mu$ is an automorphism of $\mathcal{O}$ fixing a two-dimensional subalgebra $K$ elementwise then $\mu$ is a $K$-linear map, and $\operatorname{Fix}(\mu)$ is a vector space over $K$. Now $\dim_F \operatorname{Fix}(\mu) = 2 \dim_K \operatorname{Fix}(\mu)$ is even, and so is the co-dimension $d = \dim(\mathcal{O}/\operatorname{Fix}(\mu))$. This yields $D(\mu) = 1$.

In particular, for each quaternion subalgebra $H$ in $\mathcal{O}$, each $a \in H^* \setminus \{0\}$ and each automorphism of the form $\alpha_{c,1}$ as in 5.3 we obtain $D(\alpha_{c,1}) = 1$ because $F + Fc + (F + Fc)a$ is fixed elementwise.

Now consider $\alpha \in \Aut_F(\mathcal{O})$. Since $\alpha$ commutes with the standard involution (see 1.1(j)), we have $\alpha(\mathcal{O}) = \mathcal{O}(\alpha(w))$ and $N(w) = N(\alpha(w))$ for each $w \in \mathcal{O}$. As the affine hyperplane $\{u \in \mathcal{O} \mid u + w = 1\}$ generates the vector space $\mathcal{O}$, we may assume that there exists $w \in \mathcal{O}$ with $w + \mathcal{O} = 1$ and $\alpha(w) \neq w$. Then $w \in \mathcal{O} \setminus F$, and $\{w, \alpha(w)\}$ generates an associative
subalgebra \( A \) of dimension at least 2. If \( A \) is a quaternion algebra, we use the fact that elements of the same norm and trace are conjugates in \( A \) (see [5.1]) to find \( c \in A \) such that \( \alpha c_1(w) = \alpha(w) \), where \( \alpha c_1 \) is defined as in [5.3] with \( A \) playing the role of \( H \). Then \( \beta := \alpha^{-1} \circ \alpha c_1 \) acts trivially on the subfield \( F + Fw \). Thus \( D(\beta) = 1 \), and \( D(\alpha c_1) = 1 \) yields \( D(\alpha) = 1 \).

There remains the case where \( \dim A = 2 \). There exists a quaternion field \( H \) in \( C \) containing \( w \) (see [27, 1.6.4]). Now \( H \) contains \( A = F + Fw \), by [5.1] and [5.3] we find \( c \in H \) such that \( \alpha^{-1} \circ \alpha c_1 \) fixes \( F + Fw \) elementwise, and \( D(\alpha) = 1 \) follows as above.

5.5 Corollary. For each \( F \)-linear automorphism \( \alpha \in \text{Aut}_F(\mathbb{O}) \), the subalgebra \( \text{Fix}(\alpha) \) of fixed points has even dimension. (In particular, there is no automorphism fixing each element of \( F \) and no others.)

5.6 Lemma. Let \( V \leq Pu \mathbb{O} \) be a non-trivial vector space, and let \( \Psi \leq \text{Aut}(\mathbb{O}) \) be a subgroup. If \( \text{pr}^2(\Gamma_V^+) \) contains \( \Psi \) then \( \Gamma_V^+ \) contains \( \{ (\alpha | \alpha | \alpha) \mid \alpha \in \Psi \} \), and \( \Lambda_V^+ \) contains \( \Psi \).

Proof. The claim follows from the fact that \( \{ (\alpha | \alpha | \alpha) \mid \alpha \in \Psi \} \) is contained in the group \( \Delta \) of all autotopisms, and the observation (made in 4.3) that \( \Gamma_V^+ \) contains the full kernel of the homomorphism \( \text{pr}^2 : \Delta \to \text{GO}(\mathbb{O}, N) \).

5.7 Theorem. If \( C \) is a subalgebra of \( \mathbb{O} \) then both \( \text{pr}^2(\Gamma_{C+}^+) \) and \( \Lambda_{C+}^+ \) contain \( \text{Aut}_C(\mathbb{O}) := \{ \alpha \in \text{Aut}(\mathbb{O}) \mid \alpha|_C = \text{id} \} \). In fact, we have \( \{ (\alpha | \alpha | \alpha) \mid \alpha \in \text{Aut}_C(\mathbb{O}) \} \leq \Gamma_{C+}^+ \).

Proof. As \( 1 \in C \) implies \( C^\perp \leq Pu \mathbb{O} \), we know from [4.5(b)] that \( \text{pr}^2(\Gamma_{C+}^+) \) acts trivially on \( C^\perp = C \) and induces \( \text{pr}^2_{C^\perp}(\Gamma_{C+}^+) = \text{O}^+(C^\perp, N|_{C^\perp}) \) on \( C^\perp \). Every hyperplane reflection on \( C^\perp \) is induced by a hyperplane reflection on \( C \), and the latter reflections acts trivially on \( C \). Therefore, the group \( \text{pr}^2_{C^\perp}(\Gamma_{C+}^+) \) equals the pointwise stabilizer \( \text{O}^+(\mathbb{O}, N|_{C}) \) of \( C \) in \( \text{O}^+(\mathbb{O}, N) \), see [2.5(b)]. From [5.4] we know \( \text{Aut}_K(\mathbb{O}) \leq \text{O}^+(\mathbb{O}, N) \). Thus \( \text{Aut}_C(\mathbb{O}) \leq \text{Aut}_F(\mathbb{O}) \) is contained in \( \text{O}^+(\mathbb{O}, N|_{C}) = \text{pr}^2(\Gamma_{C+}^+) \). From [5.6] we know that \( \Gamma_{C+}^+ \) contains \( \{ (\alpha | \alpha | \alpha) \mid \alpha \in \text{Aut}_C(\mathbb{O}) \} \), and \( \Lambda_{C+}^+ \) contains \( \text{Aut}_C(\mathbb{O}) \).

5.8 Lemma. Let \( K \) be a two-dimensional subalgebra of a composition algebra \( C \), and assume that the restriction \( N|_K \) of the norm is anisotropic (so \( K/F \) is a quadratic field extension). If \( \alpha \) is an automorphism of \( C \) and fixes each element of \( K \) then \( \alpha \) is \( K \)-linear (with respect to the natural structure of \( C \) as a left vector space over \( K \), see [1.1(h)]).

5.9 Lemma. Let \( K \) be a two-dimensional subalgebra of a non-split octonion algebra \( \mathbb{O} \) with \( K \cong Pu \mathbb{O} \), and define a hermitian form \( g \) as in [2.9]. Then the group \( \text{Aut}_{K}(\mathbb{O}) \) of \( K \)-linear automorphisms induces the group \( \text{SU}_K(K^\perp, g|_{K \times K^\perp}) \) on \( K^\perp \).

Proof. The space \( K^\perp \) is invariant under \( \text{Aut}_{K}(\mathbb{O}) \) because \( \text{Aut}(\mathbb{O}) \) acts by semi-similitudes of the norm. Each element of \( \text{Aut}_{K}(\mathbb{O}) \) fixes \( e_c \), induces a \( K \)-linear map, and thus acts by a similitude of the form \( g \) by [2.9]. The existence of non-trivial fixed points implies that the multiplier is 1. So \( \text{Aut}_{K}(\mathbb{O}) \) induces a subgroup of \( \text{U}_K(K^\perp, g|_{K \times K^\perp}) \) on \( K^\perp \).

Fix a non-trivial element \( p \in K^\perp \setminus \{0\} \), and consider \( q \in \mathbb{S} := \{ x \in K^\perp \mid N(x) = N(p) \} \). We construct an automorphism \( \alpha_q \in \text{Aut}_{K}(\mathbb{O}) \) with \( \alpha_q(p) = q \), as follows.

The subspaces \( H_p := K + Kp \) and \( H_q := K + Kq \) are quaternion subalgebras of \( \mathbb{O} \), and they are both obtained by doubling \( K \). The multiplication formula [1.1(k)] shows that the \( K \)-linear bijection fixing 1 and mapping \( p \) to \( q \) is an isomorphism from \( H_p \) onto \( H_q \). Pick a
non-trivial element \( w \in H_p^1 \cap H_q^{1/2} \), then the octonion algebra is recovered in two ways as double \( \Omega = H_p \oplus H_q w \) and \( \Omega = H_q \oplus H_p w \), cf.\([11](k)\) again. Thus the \( K \)-linear isomorphism from \( H_p \) onto \( H_q \) extends to a \( K \)-linear automorphism \( \alpha_q \) of \( \Omega \), with \( \alpha_q(w) = w \).

As \( \alpha_q \) acts trivially on the quaternion subfield \( W := K + K w \), we know from \([5,3]\) that there exists \( t \in W \) with \( N(t) = 1 \) and \( \alpha_q(w) = (t u) p \) holds for each \( w \in W \) (recall that \( W^1 = W p \)). Now \( t p = \alpha_q(p) = q \) yields \( (t u) p = \alpha_q(w) = w \alpha_q(p) = w q = -q w \). Writing \( t = r + s w \) with \( r, s \in K \), we find \( t p = r p + s \{ w p \} \) and \( (t u) p = -s \{ w p \} + s \{ w u p \} \). With respect to the \( K \)-basis \( p, w p \) for \( W p \), the restriction \( \alpha_q|_{W p} \) is thus described by the matrix \( A_q := \left( \begin{array}{cc} r & -s N(w) \\ -s & r \end{array} \right) \) with \( \det_K(A_q) = r p + N(w) s s = N(t) = 1 \). So \( \det_K(\alpha_q) = 1 \), and \( \alpha_q|_{K^+} \in SU_K(K^1, g|K^{1/2} \times K^{1/2}) \) because \( \alpha_q \) fixes \( 1 \).

The set \( \Omega := \{ \alpha_q \mid q \in S \} \) induces a subset of \( SU_K(K^1, g|K^{1/2} \times K^{1/2}) \) which is transitive on \( S \). A Frattini argument tells us that \( \text{Aut}_K(\Omega) = \text{Aut}_K(\Omega)_p \). Pick \( c \in K \setminus F \), then \([5,3]\) asserts that \( \text{Aut}_K(\Omega)_p = \text{Aut}_F(\Omega)_c p \) equals \( \{ (u + va) \mapsto (u + (B v) a) \mid B \in SU(K(\Omega, g|H^c \times H^c)) \}, \) where \( H = H_p = K + K p \) is the quaternion field from above, \( a \in H \setminus \{0\} \), and \( \alpha_q(w) = K \). Thus we obtain \( \text{Aut}_K(\Omega) = \{ (u + y) \mapsto (u + A y) \mid A \in SU(K^1, g|K^{1/2} \times K^{1/2}) \} \), where \( u + y \in K \) and \( \alpha_q \) fixes \( 1 \).

5.10 Lemma. Let \( H \) be a quaternion subalgebra in \( \Omega \), and pick any \( w \in H^{1} \setminus \{0\} \). Then \( H^{1} = H w \), and \( \Omega = H \oplus H w \). We abbreviate \( \psi_{a,c} : \Omega \rightarrow \Omega : x + y w \mapsto a x + (y a) w \) and \( \tilde{\psi}_{a,c} : \Omega \rightarrow \Omega : x + y w \mapsto x a + c x y \).

\( \text{(a)} \) \( \Lambda_H = \Lambda_H^1 = \{ \psi_{a,c} \mid a, c \in H^*, (N(a) = N(c) \} \cong \{ (a, c) \in H^* \times H^* \mid N(a) = N(c) \} \).

\( \text{(b)} \) \( \Lambda_H / \Lambda_F \cong O^+(H, N)|H| = \{ (x) \mapsto a x c^{-1} \mid (a, c) \in H^* \times H^*, N(a) = N(c) \} \).

\( \text{(c)} \) \( \Lambda_H^+ = \{ \tilde{\psi}_{a,c} \mid a, c \in H^*, (N(a) = N(c) \} \) is a subgroup of index 2 in \( \Lambda_H \), and \( \Lambda_H^+ \cong \Lambda_H^1 \) in fact, those groups are conjugates in \( O^+(\Omega, N) \).

\( \text{(d)} \) \( \Gamma_H \cap \ker \text{pr}^3 = \langle (-\text{id}) \rangle \), and \( \Gamma_H^+ \cap \ker \text{pr}^3 \) is trivial.

Proof. We note first that \( \Lambda_H = \Lambda_H^1 \) follows from the fact that \( 1 \in H \).

For a deeper understanding of the group \( \Lambda_H \) we recall that \( S_H := \{ s \in H \mid N(s) = 1 \} \) coincides with the commutator group of \( H^* \) (e.g., see \([30, 20.26]\) for a proof of this folklore result). Consider \( a, c \in H^* \) and \( x, y \in H \). Using \([11](k)\) again, we see \( \lambda_a(x + y w) = ax + (ya) w \) and \( \{\lambda_a \circ \lambda_c\}(x + y w) = ax + c a x y \). This yields \( \{\lambda_a \circ \lambda_c\}(x + y w) = ax + (y a c a^{-1} a^{-1}) w \), and \( \{ s x, s \} \in S_H \} \subseteq \Lambda_H^1 \) follows.

We further obtain \( \lambda_a = \psi_{a, a} \) and \( \lambda_a \circ \cdots \circ \lambda_a = \psi_{a, v} \) with \( u = a_1 \cdots a_k a_1 \), and \( v = a_k \cdots a_1 \), respectively. Then \( N(\pi) = N(v) \), and there exists \( s \in S_H \) such that \( v = s \pi \) and \( \lambda_a \circ \cdots \circ \lambda_a = \psi_{u, s} \circ \psi_{u, \pi} \circ \psi_{u, v} = \psi_{u, s} \circ \psi_{u, v} \). We obtain \( \Lambda_H \subseteq \{ \psi_{u, v} \mid u \in H^*, s \in S_H \} \) \( \subseteq \{ \psi_{u, v} \mid u, v \in H^* \times H^*, N(u) = N(v) \} \subseteq \{ \psi_{u, v} \mid s \in S_H \} \cap \{ u \in H^* \} \subseteq \Lambda_H^1 \), and equality follows.

Mapping \( (u, v) \) to \( \psi_{u, v} \) is an isomorphism from \( \{ (u, v) \in H^* \times H^* \mid N(u) = N(v) \} \) onto \( \Lambda_H \). This completes the proof of assertion \(\text{(a)}\).

In order to understand \( \Lambda_H^1 \), we consider \( a, c, x, y \in H \) with \( a \neq 0 \neq c \) and compute \( \lambda_a(x + y w) = -N(w) f a + (a x) w \). This yields \( \lambda_a(x + y w) = -N(w)x a + (a x) w \). We compute \( \psi_{a, a} = \lambda_a \circ \lambda_a \circ N(w) - i w \in \Lambda_H^1 \). From \( \psi_{a, a} \circ \psi_{b, c} \circ \psi_{c, d}^{-1} \circ q^{-1} \) we then see \( \{ \psi_{u, v} \mid s \in S_H \} \subseteq \Lambda_H^1 \). By arguments like those used for \( \Lambda_H \) above, we now obtain \( \Lambda_H^1 = \{ \tilde{\psi}_{a, c} \mid a, c \in H^*, N(a) = N(c) \} \).
Mapping \( x + yw \) to \( \pi + \gamma w = -N(w)^{-1}w(x + yw)w \) is an element of \( O^+(\mathcal{O}, N) \). It is obvious from assertions (a) and (d) that conjugation by that element interchanges the groups \( H \) and \( H^\perp \). Conjugation by \( \lambda_w \) normalizes both \( H \) and \( H^\perp \); in fact, we have \( \lambda_w \circ \psi_{a,c} \circ \lambda_w^{-1} = \psi_{c,a} \) and \( \lambda_w \circ \psi_{a,c} \circ \lambda_w^{-1} = \psi_{c,a} \). We also note \( \psi_{a,c} \circ \psi_{b,d} = \psi_{b,d} \circ \psi_{a,c} \) (by the associative law in \( H \), and assertion (c) is proved.

In order to prove (d) consider a sequence \( u_1, \ldots, u_k \in H^a \) with \( \lambda_{u_k} \circ \cdots \circ \lambda_{u_1} = id \).

Evaluating \( \lambda_{u_k} \circ \cdots \circ \lambda_{u_1} \) at 1 and at \( w \in H^a \) (using 1.14(b)) we obtain \( u_k \cdot \cdots \cdot u_1 = 1 = u_1 \cdot \cdots \cdot u_k \); note that these products are taken in the associative subalgebra \( H \). In particular, we have \( N(u_k) \cdots N(u_1) = 1 \). Now \( \alpha := (1)^k \rho_{u_k} \circ \cdots \circ \rho_{u_1} \) is the first component of some automorphism \( \alpha \beta | id \in \Gamma_H < \Delta \), see 3.6. From 3.3(b) we infer \( \alpha = t | id \) for some \( t \in F^* \). Evaluating \( t = \alpha(1) = (1)^k u_k \cdots u_1 = (1)^k \) we find \( t = (1)^k \in \{1, -1\} \).

For elements in \( \Gamma_H^+ \cap \ker \text{pr}^3 \) we have even \( \alpha \), and obtain that \( \Gamma_H^+ \cap \ker \text{pr}^3 \) is trivial. Noting that \( (\text{id} - \text{id}|id) (\text{id} - \text{id}|id) \in \Gamma_H^+ \cap \ker \text{pr}^3 \) completes the proof of assertion (d).

It remains to prove assertion (b). The inverse of the restriction \( \text{pr}^1_{\Gamma_H^+} \) is an isomorphism \( \xi : \Lambda_H^+ \rightarrow \Gamma_H^+ \) extending \( \xi (\lambda_{u_k} \circ \cdots \circ \lambda_{u_1}) = (N(w)^{-1} \rho_{u_k} \circ \cdots \circ \rho_{u_1} | \delta_{u_k} \circ \cdots \circ \delta_{u_1} \circ \lambda_{u_k} \circ \cdots \circ \lambda_{u_1}) \), cf. 4.1 and 2.6. The homomorphism \( \text{pr}^1_{\Gamma_H^+} \circ \xi : \Lambda_H^+ \rightarrow O^+(H, N_H) \) is surjective (see 2.6(b)). As \( \delta_k \) acts trivially on \( H^a \) and \( \mathcal{O} = H \oplus H^a \), we have \( \ker(\text{pr}^1_{\Gamma_H^+} \circ \xi) = \ker(\text{pr}^1_{\Gamma_H^+} \circ \xi) \). Each element of that kernel is of the form \( \gamma = \lambda_{u_k} \circ \cdots \circ \lambda_{u_1} \) with even \( k \) and \( (\delta_{u_k} \circ \cdots \circ \delta_{u_1}) (x) = x \) for each \( x \in H \).

That means \( (\pi_1 \cdots \pi_k) x = (\pi_1 \cdots \pi_k) x \) for each \( x \in H \). Evaluating at \( x = 1 \), we obtain \( s := u_k \cdots u_1 = \pi_1 \cdots \pi_k \). The general condition now is \( s x = s \pi \), and yields \( s \in F^* \). In particular, we have \( u_1 \cdots u_k = \pi_1 \cdots \pi_k = s = u_k \cdots u_1 \).

Now \( \gamma \) maps \( x + y \mathcal{O} \in \mathcal{O} = H \oplus H w \) to \( s x + (y s) w = s(1 + y w) \), and \( \gamma = \lambda_s \in \Lambda_F \) follows. Conversely, every \( s \in F^* \) yields an element \( \lambda_s = \lambda_s \circ \lambda_1 \in \Lambda_F = \Lambda_F^+ < \Lambda_H^+ \) in the kernel under consideration. So \( O^+(H, N_H) = \text{pr}^2_{\Gamma_H^+} (\Gamma_H^+ \cap \ker(\text{pr}^2_{\Gamma_H^+} \circ \xi)) \cong \Lambda_H^+ / \ker(\text{pr}^2_{\Gamma_H^+} \circ \xi) = \Lambda_H^+ / \Lambda_F = \Lambda_H / \Lambda_F \).

The equality \( O^+(H, N_H) = \{ (x \mapsto axc^{-1}) | (a, c) \in H^a \times H^*, N(a) = N(c) \} \) follows from our result \( \text{pr}^2_{\Gamma_H^+} (\xi (\Lambda_H^+)) = O^+(H, N_H) \), the observations \( \text{pr}^2_{\Gamma_H^+} (\xi (\lambda_{u_k} \circ \cdots \circ \lambda_{u_1})) = (x \mapsto axc^{-1}) \) and \( \text{pr}^2_{\Gamma_H^+} (\xi (\lambda_{u_k} \circ \cdots \circ \lambda_{u_1})) = (x \mapsto axc^{-1}) \), and arguments as in the proof of assertion (a) above.

6 Transitive groups of similitudes of hermitian forms

We start with a closer look at the group \( O^+(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \) studied in 3.13(d).

6.1 Theorem. The group \( \Lambda^+_\mathcal{P}u \mathcal{O} \) contains \( \Lambda_F \) as a central subgroup. We have \( \Lambda^+_\mathcal{P}u \mathcal{O} / \Lambda_F \cong O^+(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \) and \( \Lambda^+_\mathcal{P}u \mathcal{O} / \Lambda_F \cong SO(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \); the latter is a special orthogonal group in 7 variables.

Proof. In 4.5(b) we have seen \( \text{pr}^2_{\mathcal{P}u \mathcal{O}} (\Gamma^+_\mathcal{P}u \mathcal{O}) = O^+(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \). If \( \text{char} F \neq 2 \) then \( \text{pr}^2_{\mathcal{P}u \mathcal{O}} (\Gamma^+_\mathcal{P}u \mathcal{O}) = O^+(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \) because \( \text{dim} \mathcal{P}u \mathcal{O} \) is odd. In this case, the kernels of \( \text{pr}^2_{\mathcal{P}u \mathcal{O}} \) and \( \text{pr}^2 \) coincide, see 4.5(d). If \( \text{char} F = 2 \) then 4.5(c) gives \( \text{pr}^2_{\mathcal{P}u \mathcal{O}} (\Gamma^+_\mathcal{P}u \mathcal{O}) = O^+(\mathcal{P}u \mathcal{O}, N|\mathcal{P}u \mathcal{O}) \). The kernels of \( \text{pr}^2_{\mathcal{P}u \mathcal{O}} \) and \( \text{pr}^2 \) coincide also in this case, see 4.5(e). From 4.3 we know \( \ker (\text{pr}^2) = \Lambda_F < \Lambda^+_\mathcal{P}u \mathcal{O} \).

The result 6.1 has generalizations that shed light on certain exceptional (iso)morphisms between classical groups, see 6.3 and 6.6 below. Instead of \( \mathcal{P}u \mathcal{O} = F^1 \), we study the orthogonal space \( K^1 \) of a two-dimensional separable subalgebra \( K \) of \( \mathcal{O} \) next. As in 2.9 we consider \( \mathcal{O} \) as a vector space over \( K \), and construct the hermitian form \( g \).
6.2 Lemma. Let \( a, b \) be non-zero elements in \( K^\perp \), and let \( u, v \) be non-zero elements in \( K \).

(a) The map \( \lambda_a \) is a semi-similitude of the form \( g \); the companion field automorphism is \( \kappa|_K \), and the multiplier is \( N(a) \).

(b) The product \( \lambda_b \circ \lambda_a \) is a similitude of the form \( g \), with multiplier \( N(ba) \), and \( \det_K(\lambda_b \circ \lambda_a) = N(ba)^2 \).

(c) The map \( \rho_a \) is a similitude of the form \( g \); the multiplier is \( N(u) \), and \( \det_K(\rho_a) = \pi^3u \).

The set \( P_K := \{ \rho_c \mid c \in K^* \} \) forms a group; we have \( \rho_a \circ \rho_v = \rho_{av} \).

**Proof.** From 2.8 we know that \( \lambda_a \) is semilinear with companion \( \kappa|_K \). Pick \( c \in K \cap F \) with \( Tc = 1 \), as required for the construction of the form \( g \) in 2.9. Using 1.1(c) and \( \pi(c(ax)) = -a(c(ax)) = -((ac)a)x = -(c(a)x) = -N(a)\pi x \) we see \( g(ax, ay) = N(a)g(x, y) \).

In order to prove assertion (b) we describe the \( K \)-linear map \( \gamma := \lambda_b \circ \lambda_a \) by a matrix with respect to a suitable \( K \)-basis for \( \mathcal{O} \), as follows. As \( K \subseteq K^\perp \) and \( a \in K^\perp \setminus \{0\} \), the subspace \( H := K + Ka \) is a quaternion algebra. Pick a non-trivial element \( w \in (H + K\mathfrak{b})^\perp \). Then \( \mathcal{O} = H + Hw \) is obtained by doubling (cf. 1.1(k)), and \( H^\perp = Hw = Kw + K(aw) \). We use the \( K \)-basis \( 1, w, a, aw \).

As \( b \in K^\perp \cap (Kw)^\perp = Ka + K(aw) \), there exist \( x, y \in K \) with \( b = xa + y(aw) \), and \( N(b) = N(a)(N(x) + N(yw)) \). Using the multiplication formula 1.1(k) and \( a \in \{1, x, y, z\}^\perp \), we obtain \( b = xa + (ay)w = xa + (\varphi a)w \) and compute \( \gamma(1) = ba = -N(a)(x - \varphi w) \), \( \gamma(w) = b(aw) = -N(a)(yN(w) + \varphi w) \), \( \gamma(a) = b(aa) = -N(a)(xa + y(aw)) \), and \( \gamma(aw) = b(a(aw)) = -N(a)(-\varphi N(w)a + \pi(aw)) \). Thus \( \gamma \) is described by the matrix

\[
\left( \begin{array}{cccc}
-\varphi N(w) & 0 & 0 & 0 \\
0 & y & x & \pi \\
0 & 0 & 0 & y \\
0 & 0 & x & \pi \\
\end{array} \right).
\]

and we find \( \det_K(\gamma) = N(a)^4(N(x) + N(yw))^2 = N(a)^2N(b)^2 = N(ba)^2 \), as claimed.

It follows from Artin’s Theorem 1.1(e) that \( \rho_a \) is \( K \)-linear. From 2.8 we know that \( \rho_a \) is a similitude of \( g \), with multiplier \( N(u) \). In order to find the determinant, we note that \( au = \varphi a \) holds for each \( a \in K^\perp \). This means that \( \rho_a \) has the characteristic root \( \varphi \) with multiplicity three, and the characteristic root \( u \) (with multiplicity one). This yields \( \det_K(\rho_a) = \varphi^3u \). As the elements of \( P_K \) can be simultaneously diagonalized, we obtain \( \rho_u \circ \rho_v = \rho_{uv} \), and \( P_K \) is indeed closed under multiplication and inversion. \( \square \)

6.3 Theorem. The group \( \Lambda^+_{K^\perp} \) coincides with \( \Xi := \{ \xi \in GU_K(\mathcal{O}, g) \mid \det_K(\xi) = \mu^2_\xi \} \). We have

\( \Lambda_F < \Lambda^+_{K^\perp} \). The quotients are \( \Lambda^+_{K^\perp}/\Lambda_F \cong O^+(K^\perp, N|_{K^\perp}) \) and \( \Lambda_{K^\perp}/\Lambda_F \cong O(K^\perp, N|_{K^\perp}) \); the latter is an orthogonal group in 6 variables.

**Proof.** From 6.2(b) we see that \( \Lambda^+_{K^\perp} \) is contained in \( \Xi \). As \( \Lambda^+_{K^\perp} \) is transitive on \( \mathcal{O}^\ast \) (see 1.2), it only remains to show that \( \Lambda^+_{K^\perp} \) contains the stabilizer \( \Xi_1 \). By 5.9 that stabilizer is the intersection \( \mathrm{Aut}_K(\mathcal{O}) \) of \( \mathrm{Aut}(\mathcal{O}) \) with the group \( \mathrm{GL}_{K^\perp}(\mathcal{O}) \) of \( K \)-linear bijections of \( \mathcal{O} \), and by 5.7 it is contained in \( \Lambda_{K^\perp} \).

From 4.3 we know that \( \Lambda^+_{K^\perp} \) contains \( \Lambda_F = \ker(pr^2 \circ \eta) \). From 4.5(b) we know that \( pr^2_{K^\perp}(\eta(\Lambda_{K^\perp})) = pr^2_{K^\perp}(\Gamma_{K^\perp}^+) = O^+(K^\perp, N|_{K^\perp}) \), and that \( pr^2_{K^\perp}(\Gamma_{K^\perp}^+) \) acts trivially on \( K = (K^\perp)^\perp \). Therefore, the kernel of \( pr^2_{K^\perp} \) coincides with the kernel of \( pr^2 \). Thus \( \Lambda^+_{K^\perp}/\Lambda_F \cong \Xi_1 \).
O^+(K^\perp, N|_{K^\perp})$. Pick any \( a \in K^\perp \setminus \{0\} \), from \(4.5\) \(a\) we then know \( pr^2(\eta(\alpha_a)) = \sigma_a \circ \kappa \), and \( pr^2(\eta(\lambda_\alpha)) = -\sigma_\alpha|_{K^\perp} \in O(K^\perp, N|_{K^\perp}) \setminus O^+(K^\perp, N|_{K^\perp}) \). This yields \( O(K^\perp, N|_{K^\perp}) = pr^2(\eta(\Lambda_{K^\perp})) \cong \Lambda_{K^\perp}/\Lambda_F \), as claimed. 

We have met a similar situation in the group \( GO^+(\mathbb{O}, N) \) of direct similitudes, see \(3.13\) \(f\) .

The full group of similitudes of the the form \( g \) can also be generated by multiplications:

6.4 **Theorem.** The group \( GU_K(\mathbb{O}, g) \) is the product \( P_K \circ \Lambda_{K^\perp} \), where \( P_K = \{ \rho_c \mid c \in K^\ast \} \). The intersection \( P_K \cap \Lambda_{K^\perp}^\perp \) equals \( \Lambda_F \). So we obtain that \( GU_K(\mathbb{O}, g)/\Lambda_F \) splits as a semidirect product \( K^\ast/F^\ast \rtimes O^+(K^\perp, N|_{K^\perp}) \).

**Proof.** Let \( \psi \in GU_K(\mathbb{O}, g) \) have multiplier \( \mu_\psi \). Comparing determinants of Gram matrices, we see \( det_K(\psi) \overline{det_K(\psi)} = \mu_\psi^2 \). So \( \mu_\psi^{-2} \overline{det_K(\psi)} \) has norm 1. By Hilbert’s Theorem 90 (see \(24\) VI.6.1) there exists \( c \in K \) with \( \overline{c}^{-1} c = \mu_\psi^{-2} \ overline{det_K(\psi)} \). Using \(6.2\) \(c\) we see that \( \rho_c \circ \psi \in GU_K(\mathbb{O}, g) \) satisfies \( det_K(\rho_c \circ \psi) = \overline{c}^2 \overline{det_K(\psi)} = \overline{c}^2 \mu_\psi^2 = (\mu_c \mu_\psi)^2 = \mu_{\mu_c \circ \psi}^2 \). This gives \( \rho_c \circ \psi \in \Xi = \Lambda_{K^\perp}^\perp \), and \( \psi \in P_K \circ \Lambda_{K^\perp}^\perp \), as claimed.

Now consider \( \rho_c \in P_K \cap \Lambda_{K^\perp}^\perp \). Then \( c^2 = \overline{det_K(\rho_c)} = \mu_{\rho_c}^2 = N(c) = \overline{c}^2 \mu_\psi^2 \) yields \( \overline{c} = c \). This gives \( P_K \cap \Lambda_{K^\perp}^\perp = P_K \cap \text{Fix}(\alpha) = P_F = \Lambda_F \); if char \( F = 2 \) we use that \( K \) is assumed to be separable. The rest is clear from \(6.3\).

6.5 **Remark.** The reader may wonder why we use right multiplications in \(6.4\). In fact, the group \( \Lambda_K \circ \Lambda_{K^\perp}^\perp \) consists of products \( \lambda_c \circ (\lambda_\alpha \circ \lambda_a) \) of \( K \)-linear maps with determinant \( \epsilon_4 N(\lambda a)^2 \) (cf. \(6.2\) \(c\)), and will in general be smaller than \( GU_K(\mathbb{O}, g) \). Using methods as in \(6.4\) one sees that \( \Lambda_K \circ \Lambda_{K^\perp}^\perp \) in fact coincides with \( \{ \xi \in GU_K(\mathbb{O}, g) \mid det_K \xi \) is a square in \( K \}\}.

6.6 **Theorem.** Let \( W \subseteq \mathbb{O} \) be a vector subspace with \( 1 \in W \not\subseteq W^\perp \) and \( \dim W = 3 \). Then \( \Lambda_W^\perp = \langle \lambda_u \circ \lambda_v \mid u, v \in W^\perp \setminus \{0\} \rangle \) coincides with \( GU_H(\mathbb{O}, h) \), where the quaternion field \( H := M_W \) and the hermitian form \( h \in \{ h_W, h_W^\perp \} \) are constructed as in \(2.10\) and in \(2.12\) or \(2.13\) respectively.

(a) We have \( \Lambda_F < \Lambda_W^\perp \) and \( \Lambda_W^\perp/\Lambda_F \cong pr^2_{W^\perp}(\Gamma_W^\perp) = pr^2_{W^\perp}(\Gamma_W) = SO(W^\perp, N|_{W^\perp}) \); this is a special orthogonal group in 5 variables.

(b) The group \( \Lambda_W^\perp \) is a direct product of \( \Lambda_W^\perp \) and a cyclic group of order two; so \( \Lambda_W^\perp/\Lambda_F \cong O(W^\perp, N|_{W^\perp}) \) if char \( F \neq 2 \) but \( \Lambda_W^\perp/\Lambda_F \cong O(W^\perp, N|_{W^\perp}) \times C_2 \) if char \( F = 2 \).

(c) The group \( \langle \Lambda_W \circ \Lambda_W^\perp \rangle = \Lambda_W \circ \Lambda_W^\perp \) coincides with the group \( Aut_F(H) \times GU_H(\mathbb{O}, h) \) of all semi-similitudes of \( h \) with \( F \)-linear companions.

**Proof.** The group \( \Lambda_W^\perp \) is transitive on \( \mathbb{O}^\ast \) (see \(1.2\) \(b\) and \(2.12\) \(b\)) for \( (\alpha|\beta) \in \Gamma_W^\perp \), we have \( \beta(1) = 1 \). Each element of the stabilizer \( (\Lambda_W^\perp)_1 \) acts trivially on \( H \). The embedding \( \eta|_{\Lambda_W^\perp} : \Lambda_W^\perp \to \Gamma_W^\perp \leq \Delta \) maps the stabilizer \( (\Lambda_W^\perp)_1 \) into the group \( \Psi := \{ \lambda(\alpha|\beta) \mid \alpha \in Aut_H(\mathbb{O}) \} \) because \( \eta((\Lambda_W^\perp)_1) \) consists of automorphisms \( (\alpha|\beta) \) where both \( \beta \) and \( \gamma \) (and then also \( \alpha \)) fix 1. Conversely, we know \( \Psi \leq \Gamma_W^\perp \leq \Gamma_W \) from \(5.7\) and \( pr^2(\eta) \leq \Lambda_W^\perp \) yields \( \Lambda_W^\perp \leq GU_H(\mathbb{O}, h) \).

From \(4.3\) we know that \( \Lambda_W^\perp \) contains \( \Lambda_F = \ker(pr^2 \circ \eta) \). There exist \( a_1, a_2, a_3, a_4, a_5 \in W^\perp \setminus \{0\} \) such that \( -id_W = \sigma_{a_1} \circ \sigma_{a_2} \circ \sigma_{a_3} \circ \sigma_{a_4} \circ \sigma_{a_5}|_{W^\perp} \) (see \(2.5\) \(d\) for the case where char \( F = 2 \)). From \( pr^2(\eta(\lambda_{a_j})) = \sigma_{a_j} \circ \kappa \) (cf. \(4.5\) \(a\)) and \( \kappa|_{W^\perp} = -id \) we then infer \( \psi := \)
\[ \lambda_{a_1} \circ \lambda_{a_2} \circ \lambda_{a_3} \circ \lambda_{a_4} \circ \lambda_{a_5} \in \ker(\text{pr}_W^2 \circ \eta). \] As \( \psi \in \Lambda_{W \perp} \) has companion \( \iota_c \), we have \( \psi \notin \Lambda_{W \perp}^+ \) and \( \psi \notin \ker(\text{pr}_W^2 \circ \eta) \), but \( \psi^2 \in \Lambda_{W \perp}^+ \cap \ker(\text{pr}_W^2 \circ \eta) \). So \( \ker(\text{pr}_W^2 \circ \eta) = \Lambda_F \circ \langle \psi \rangle \), and \( \ker(\text{pr}_W^2 \circ \eta) \cap \Lambda_{W \perp}^+ = \Lambda_F. \) (See also 4.5(b) and 4.5(e)).

From 4.5(b) and 4.5(c) we know that \( \text{pr}_K^2(\eta(\Lambda_{K \perp})) = \text{pr}_K^2(\Gamma_{K \perp}) = \text{pr}_K^2(\Gamma_{K \perp}) = \text{SO}(K \perp, N|_{K \perp}); \) recall from 2.5(b) that \( \text{SO}(K \perp, N|_{K \perp}) = O^+(K \perp, N|_{K \perp}) \) if \( \text{char} \ F \neq 2 \) and from 2.5(d) that \( \text{SO}(K \perp, N|_{K \perp}) = O^+(K \perp, N|_{K \perp}) \) if \( \text{char} \ F = 2 \).

Clearly, every element of \( \langle \Lambda_W \cup \Lambda_{W \perp} \rangle \) is \( F \)-linear, so \( \langle \Lambda_W \cup \Lambda_{W \perp} \rangle \) is contained in the group \( \Gamma_F U_H(\mathbb{O}, h) = \text{Aut}_F(H) \ltimes GU_H(\mathbb{O}, h) \) of all semi-similitudes of \( h \) with \( F \)-linear companions. Every \( F \)-linear automorphism of the quaternion field \( H \) is inner (by the Skolem-Noether Theorem, see \[2\] Cor. 7.2D or \[17\] §4.6, Cor. to Th. 4.9). We introduce coordinates with respect to any \( H \)-basis in the left vector space; then \( \Lambda_W \) consists of all multiplications by scalars (from the left) by 4.10(b) and \( GU_H(\mathbb{O}, h) \) contains the scalar multiples of the identity matrix (acting as multiplications by scalars from the right on our coordinates). So each inner automorphism of \( H \) occurs as the companion of some element of \( \langle \Lambda_W \cup \Lambda_{W \perp} \rangle \), and that group in fact coincides with \( \Gamma_F U_H(\mathbb{O}, h) \).

\[ \square \]
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